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1. Introduction

The present study investigates the influence of atmospheric roll vortices on the flow structure of
a wind driven ocean boundary layer. Therefore, a neutrally stratified Ekman flow is simulated
in the atmosphere and ocean with a large-eddy simulation (LES) model. The present chapter
gives general information about the atmospheric boundary layer and the ocean boundary layer
in the first two sections. Section 1.3 describes the Ekman flow and the Coriolis force. The
responsible mechanisms for the roll development and the current state of research are presented
in section 1.4. The chapter closes with the discussion of the purposes and approach of this
work.

1.1. The atmospheric boundary layer

The atmospheric boundary layer (ABL) is the lowest part of the atmosphere and is directly
influenced by the earth’s surface. The flow in the ABL is affected by the surface through
frictional drag, heat and humidity transfer and the influence of the terrain. The height (or
depth) of the ABL varies in space and time and ranges from a few hundred meters to a few
kilometers. The significant transport of momentum, heat, moisture and solutes is achieved
by turbulent motions (turbulent fluxes) in the ABL. Turbulence is three-dimensional, random
and non-stationary and can be visualized as eddies. The size of the largest eddies is of the
order of the boundary layer depth while the size of the smallest eddies is of the order of a few
millimeters. The different scales of eddies have lifetimes from several hours (larger eddies) to
few seconds (smaller eddies). In the bulk of the ABL, turbulent transport is approximately
five orders of magnitude stronger than molecular transport (Stull, 1988; Etling, 2002).

In the ABL, turbulence is produced by wind shear and buoyancy forces, where the latter can
also destruct turbulence. The influence of the buoyancy forces is described by the stratification
of the ABL. Stable boundary layers are characterized by an increase of potential temperature
with height and turbulence reduction due to negative buoyancy fluxes. For example, a stable
boundary layer develop at night over land when the surface cools due to long wave radiation.
Convective boundary layers are well mixed over the bulk of the ABL due to thermal buoyancy
caused by surface heating. In neutrally stratified boundary layers, the potential temperature
is constant with height. Hence, buoyancy forces have not an influence on the turbulence pro-
duction. For example, this type occurs in a strong wind situation under a cloudy sky (Stull,
1988; Kraus, 2008).
The flow of the ABL is driven by a large scale pressure gradient. The ABL can be divided into
three parts. The lowest few millimeters are the viscous sublayer where molecular transport
dominates turbulent transport. The layer above is called surface layer or Prandtl layer with a
vertical thickness of less than 100 m. Turbulent fluxes vary by less than 10 % of their magni-
tude within the surface layer. The influence of the Coriolis force is negligible small compared
to the friction force. The mean wind speed increases with height up to a value between 70 %
and 80 % of the wind speed at the top of the ABL (Etling, 2002; Kraus, 2008). The upper

1



1.2 The upper ocean boundary layer 2

part of an ABL is called Ekman layer which is characterized by an equilibrium of the pres-
sure gradient force, the friction force and the Coriolis force. The friction force decreases with
height and hence the wind speed increases with height. As a consequence, the influence of the
Coriolis force increases and the horizontal mean wind turns with height. The turbulent fluxes
decrease to nearly zero at the top of the ABL. Above the ABL, in the free atmosphere, the
influence of surface friction becomes insignificant and the wind is nearly geostrophic (Stull,
1988; Etling, 2002; Kraus, 2008). Further information about the flow in the Ekman layer are
given in section 1.3.

1.2. The upper ocean boundary layer

The upper ocean boundary layer is the part of the ocean, which is directly affected by the
atmosphere. At the sea surface, the ocean is driven by the atmosphere through heat and
moisture fluxes and wind stress. The ocean boundary layer includes the sea surface with its
wave field, the ocean mixed layer (OML) and the upper part of the pycnocline (Stewart, 2008;
Thorpe, 2005).

Within the OML, temperature and salinity are constant or slightly decreasing with depth.
The depth of the OML varies between a few meters and a few hundred of meters, depending
on the heat exchange with the atmosphere and the induced turbulence by wave breaking and
wind stress. The flow in the OML is driven at the sea surface by wind stress in contrast to the
atmosphere which is driven by a large scale pressure gradient. Below the OML, the potential
density strongly increases with depth. This layer is called pycnocline. The potential density
increases if the temperature decreases or the salinity increases. In the pycnocline, the strong
density gradient is mainly caused by the temperature gradient and hence the layer is also called
thermocline. The upper part of the pycnocline is the seasonal thermocline and ranges down to
several hundred meters. The strongest temperature and density gradients occur within that
layer and have a slightly seasonal variation. The lower part of the pycnocline is not a part of
the upper ocean boundary layer and is called the permanent thermocline. Within that layer,
the temperature gradient does not change over decades (Stewart, 2008; Thorpe, 2005).

The ocean part of this study deals with the turbulent structure of the OML. In the OML, tur-
bulence can be produced by several processes: Langmuir circulation, breaking surface waves,
convection and shear. The latter is investigated in this work and further information about
the flow are given in section 1.3. For a detailed explanation of the other processes, it should
be directed to the literature. Breaking surface waves generate turbulence close to the sea
surface (e.g. Kraus and Businger, 1994; Noh et al., 2004; Thorpe, 2005; Stewart, 2008). Wave
propagation transports mass which is known as Stokes drift. Following the theory of Craik
and Leibovich (1976), the Stokes drift at the sea surface induces Langmuir circulation. This
circulation was first described by Langmuir (1938). The presence of Langmuir circulation can
be seen in bands of floating material aligned parallel to the wind. A considerable amount of lit-
erature has been published about Langmuir circulation (e.g. Leibovich, 1983; Noh et al., 2004;
Thorpe, 2004, 2005). In the OML, convection occurs if the water density increases towards the
sea surface due to surface heat loss or increasing salinity caused by evaporation or ice forming.
The denser water subsides and induces turbulent motions (e.g. Thorpe, 2005; Stewart, 2008).



1.3 The Coriolis force and the Ekman layer 3

Figure 1.1.: Vertical profiles of the mean horizontal velocity components u and v of a quasi-
laminar (left) and a turbulent (right) Ekman flow. z is the height, U the geostrophic flow and
u and v the components of the mean horizontal flow. The hodographs (bottom) shows the
angle of deflection α between the near-surface flow and the geostrophic flow at the top of the
boundary layer (after Prandtl et al., 1969).

1.3. The Coriolis force and the Ekman layer

The flow of an ABL and the flow of the OML are affected by the Coriolis force. The force is
caused by the earth’s rotation which can be expressed as a vector ~Ω. In a cartesian coordinate
system where the x-axis points east, the y-axis north and the z-axis in the vertical, ~Ω can be
divided into a horizontal and a vertical component (Etling, 2002):

~Ω = Ω cosφ~j + Ω sinφ~k . (1.1)

~j and ~k are the unit vectors in y- and z-direction. φ represents the latitude and Ω = 2π/24 h
is the angular velocity of the earth. With the flow components (u, v, w) along the respective
spatial directions (x, y, z), the Coriolis force can be written as (Etling, 2002):

−2~Ω× ~v = (fv − f∗w)~i− fu~j + f∗u~k , (1.2)

with

f = 2Ω sinφ and f∗ = 2Ω cosφ . (1.3)

The Coriolis force acts perpendicular to the flow and deflects it. For the northern hemisphere,
the acceleration caused by the Coriolis force is as follows: An eastward flow is accelerated
southward by the term −fu and vertically upward by f∗u. A northward flow is deflected east-
ward by the term fv and a vertically upward flow is deflected westward by −f∗w (Gerkema
et al., 2008).



1.3 The Coriolis force and the Ekman layer 4

The first description of an OML flow which is balanced by the friction force, Coriolis force
and a large scale pressure gradient was given by Ekman (1905). He assumed a steady state
flow which is horizontally homogeneous, neutrally stratified and without vertical velocities and
got the solution:

uo =
u∗,o

2

√
Kmf

[
1− ez/D cos

( z
D
− π

4

)]
, (1.4)

vo =
u∗,o

2

√
Kmf

[
ez/D sin

( z
D
− π

4

)]
. (1.5)

The turbulent diffusion coefficient of momentum Km is part of the gradient transport theory
which is chosen for the parametrization of turbulent fluxes (e.g. Stull, 1988). u∗,o denotes the
friction velocity of the ocean and is connected to the surface stress τ and the friction velocity
of the atmosphere u∗,a by the relation (Stull, 1988):

τ = ρou∗,o
2 = ρau∗,a

2 . (1.6)

ρo and ρa are the density of the ocean and the atmosphere, respectively. D is the Ekman
length which is defined as (Ekman, 1905)1:

D =

√
2
Km

f
. (1.7)

As mentioned in section 1.1, the ABL can be divided in a Prandtl layer and an Ekman layer.
The Prandtl layer ranges from the surface to a height zP and the Ekman layer from zP to the
top of the ABL. For a constant geostrophic flow in the x-direction |~vg| = ug, the mean flow
can be described in the Prandtl layer by (Etling, 2002):

ua =
u∗,a
κ

ln
z

z0
cosα , (1.8)

va =
u∗,a
κ

ln
z

z0
sinα , (1.9)

and in the Ekman layer by:

ua = ug

[
1−
√

2 exp

(
−z − zP

D

)
sinα cos

(
z − zP
D

+
π

4
− α

)]
, (1.10)

va = ug

[√
2 exp

(
−z − zP

D

)
sinα sin

(
z − zP
D

+
π

4
− α

)]
. (1.11)

1Ekman (1905) and other oceanographic papers use the notation a =
√

2Km
f

which is equal to D in this work

and define the Ekman length as D = π
√

2Km
f

which corresponds to the boundary layer depth zi in the

present work (see below).
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α is the angle between the surface wind and the geostrophic wind. The depth of a wind driven
OML and the height of the ABL zi is defined by (Ekman, 1905):

zi = πD . (1.12)

The oceanic solution and the atmospheric solution result in a spiral for the velocity vector as
a function of depth/height which is called Ekman spiral. In a wind driven ocean, the Ekman
spiral extends from the sea surface down to the top of the thermocline. In the ABL, this
spiral ranges from the top of the Prandtl layer to the top of the ABL (Stull, 1988; Etling,
2002; Stewart, 2008). Figure 1.1 shows vertical profiles of the horizontal velocity components
u and v of a neutrally stratified Ekman layer driven by a geostrophic flow for a quasi-laminar
and a turbulent Ekman flow. A quasi-laminar Ekman flow means that the turbulent diffusion
coefficient Km is constant with height while Km varies with height in a turbulent Ekman
flow. In case of a quasi-laminar flow (Fig. 1.1, left), the surface wind is turned to the left
of the geostrophic flow at the top of the boundary layer by an angle of 45◦. In a turbulent
boundary layer (Fig. 1.1, right), the flow speed close to the surface is higher compared to
the quasi-laminar flow and the angle of deflection α is smaller. In the atmosphere, α usually
ranges between 15◦ and 25◦ (Etling, 2002).

The ideal Ekman solution is based on a number of assumptions and hence differs from
real flows in the ABL and OML. Prandtl and Tollmien (1924) first noted that the turbulent
diffusion coefficient Km is not constant within the whole boundary layer due to stratification
and vertical wind shear. Other effects, which are not considered by the ideal Ekman solution,
are surface convection and gravity waves (e.g. Zikanov et al., 2003). However, the Ekman
solution is adequate for nearly neutrally stratified boundary layers (Stull, 1988).

1.4. Roll vortices and flow instabilities

1.4.1. General information

Under certain conditions, organized large eddies with horizontally oriented axes, which are
called roll vortices or rolls, occur in the ABL and OML. Roll vortices can be visible by cloud
streets in the atmosphere, schematically sketched in figure 1.2, and by lines of seaweed in the
ocean (Brown, 1980; Etling and Brown, 1993). An air parcel that moves with the mean wind
along the roll axis has a spiral trajectory. The wavelength of the roll vortices λr includes two
counter-rotating vortex rolls. H denotes the vertical extension of a roll vortex and ε the angle
between the roll axis and the geostrophic flow (band orientation angle). A positive ε refers to
a roll axis oriented to the left and a negative value to the right of the geostrophic flow. Roll
vortices may play an important role in the vertical transport of momentum, heat, moisture
and solutes in the ABL and OML (Etling and Brown, 1993).

Roll vortices develop due to three different flow instability mechanisms: thermal instability
(also called convective instability), inflection point instability (IPI, see section 1.4.2) and paral-
lel instability (PI, see section 1.4.3). The IPI and PI are dynamical instability mechanism (e.g.
Etling and Brown, 1993). To determine responsible instability mechanisms of the roll vortices,
an energy budget equation can be calculated for the rolls. Therefore, the flow components ui
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Figure 1.2.: Schematic representation of horizontal roll vortices in the ABL. H denotes the
vertical extension and λr the wavelength of the roll vortices. The band orientation angle ε is
the angle between the roll axis and the geostrophic flow ~vg (after Etling and Brown, 1993).

are divided in a mean value ui and a disturbance u∗i

ui = ui + u∗i . (1.13)

u∗i includes the whole turbulence. Thus, if rolls develop within the flow, u∗i contains the
roll vortices. The averaged energy budget equation for the kinetic energy of the disturbance
e∗ = u∗i

2/2 is derived from the energy budget equation of the averaged kinetic energy per unit

mass u2
i /2 and the energy budget equation of the averaged flow u2

i /2.
For the energy budget equation of the averaged kinetic energy, the Navier-Stokes equations are
Boussinesq-approximated which leads to an incompressible flow with ∂uk/∂xk = 0 (see section
2.3). Furthermore, the equations are multiplied with the velocity ui and Reynolds averaged
(e.g. Stull, 1988), which yields to:

∂

∂t

ui
2

2
+
∂e∗

∂t
+

∂

∂xk

(
uk
ui

2

2

)
+
∂
(
uke∗

)
∂xk

+
∂

∂xk

(
ui u∗ku

∗
i

)
+
∂u∗ke

∗

∂xk

= δi3
g

θ0
θui + δi3

g

θ0
u∗i θ
∗ − εijkfjuiuk − εijkfju∗iu∗k −

1

ρ0
ui
∂p

∂xi
− 1

ρ0

∂u∗i p
∗

∂xi

+ νm
∂2

∂x2
k

ui
2

2
+ νm

∂2e∗

∂x2
k

− νm
(
∂ui
∂xk

)2

− νm
(
∂u∗i
∂xk

)2

. (1.14)

ui are the velocity components u, v and w in the spatial directions xi with the components x,
y and z. The indices i, j and k ∈ {1, 2, 3} denotes one of the three components of a quantity. t
denotes the time, p the pressure and g the acceleration of gravity. The operator ∂ defines the
partial derivative, δij the Kronecker delta and εijk the Levi-Civita symbol (also called alternat-
ing or permutation symbol). θ symbolizes the potential temperature and νm the molecular or
kinematic viscosity. Quantities with an index 0 are related to the basic state of the Boussinesq
approximation (see section 2.3).

An equation for the kinetic energy of the averaged flow u2
i /2 can be obtained by the averaged
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Navier-Stokes equations multiplied with ui:

∂

∂t

ui
2

2
+

∂

∂xk

(
uk
ui

2

2

)
+

∂

∂xk

(
ui u∗ku

∗
i

)
= δi3

g

θ0
θui − εijkfjuiuk −

1

ρ0
ui
∂p

∂xi
+ νm

∂2

∂x2
k

ui
2

2
− νm

(
∂ui
∂xk

)2

+ u∗ku
∗
i

∂ui
∂xk

. (1.15)

A budget equation for the disturbance energy e∗ is derived by subtracting equation 1.15 from
equation 1.14:

∂e∗

∂t
+
∂
(
uke∗

)
∂xk

+
∂u∗ke

∗

∂xk
+

1

ρ0

∂u∗i p
∗

∂xi
+ εijkfju

∗
iu
∗
k − νm

∂2e∗

∂x2
k

= −u∗ku∗i
∂ui
∂xk

+ δi3
g

θ0
u∗i θ
∗ − νm

(
∂u∗i
∂xk

)2

. (1.16)

On the left hand side of equation 1.16 are the local change of disturbance energy, divergence
terms, the Coriolis term and the diffusion term. On the right hand side are production and
dissipation terms. The term −u∗ku∗i ∂ui/∂xk refers to the IPI where shear of the mean flow
produces kinetic energy of the disturbance. δi3 g/θ0 u∗i θ

∗ represents energy production or

destruction by buoyancy forces (convective instability). −νm (∂u∗i /∂xk)
2 destroys perturbation

energy by molecular processes.
If the x-axis is oriented along the roll axis and e∗ is the roll energy, equation 1.16 can be split
into an along-roll component e∗‖ = u∗2/2 and a cross-roll component e∗⊥ =

(
v∗2 + w∗2

)
/2,

perpendicular to the roll axis (e.g. Brümmer, 1985):

∂

∂t
e∗‖ = −w∗u∗∂u

∂z
+ fu∗v∗ − f∗u∗w∗ +OT , (1.17)

∂

∂t
e∗⊥ = −w∗v∗∂v

∂z
− fu∗v∗ + f∗u∗w∗ +OT . (1.18)

The abbreviation OT (other terms) represents all terms which are not investigated in this
study. The Coriolis force exchanges roll energy from the parallel component e∗‖ to the perpen-
dicular component e∗⊥ and vice versa. Thus, the Coriolis force enhances or reduces roll vortices
but cannot develop roll vortices by its own. This process is known as PI (Lilly, 1966).

Roll vortices are frequently observed phenomena and a large volume of published studies
analyzing roll vortices in the atmosphere by observational data exist. They cannot all be
mentioned in this work but some important results should be presented in the following. For
a detailed overview of observations, it should be referred to the review paper of Brown (1980),
Etling and Brown (1993) and Young et al. (2002).
Data from aircraft and tower measurements over land were analyzed by LeMone (1973, 1976).
The observed rolls had a wavelength λr between 1.5 km and 6 km and ε ranged between 10◦

and 20◦. The rolls occurred with moderately strong winds (~vg at the top of the boundary layer
ranged between 8 m s−1 and 16 m s−1) and slightly convective conditions. Walter and Over-
land (1984) used satellite pictures and aircraft measurements to investigate roll vortices over
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the ice-covered Bering Sea. Under nearly neutrally conditions, several scales of superimpos-
ing roll vortices developed during the study. They stated that rolls induced by the inflection
point instability have a band orientation angle between 16◦ and 18◦ and a wavelength be-
tween 1.3 km and 6 km. Brümmer (1985) examined roll vortices under strong wind conditions
(~vg ≈ 19 m s−1) with data collected by aircraft measurements over the North Sea. The ob-
served rolls were caused by the IPI on two days and by the convective instability on the other
day. For the IPI induced rolls, the average wavelength was 1 km and for the convective case
the wavelength was 700 m. The data analysis showed a significant contribution of the rolls
to the vertical transport and hence they reduce the mean vertical gradients of temperature,
moisture and horizontal velocity.
Weckwerth et al. (1997) studied roll structures under convective conditions by radar measure-
ments and numerical simulations. They showed that a minimum wind speed of 5.5 m s−1 is
necessary for the development of rolls. Otherwise a cellular or unorganized convection arise.
Rolls under convective conditions were studied into more detail by Drobinski et al. (1998).
They summarized that there are three regimes of large eddy circulation in the ABL. In the
pure convection case, cells without a characteristic horizontal direction occur. If the ambient
wind increases up to 3 m s−1, cells are replaced by rolls. Wind speeds of 5 m s−1 or higher form
rolls which are indistinguishable with roll vortices in a neutrally stratified ABL.
Chen et al. (2001) supposed from observations with aircraft measurements and satellite pic-
tures that atmospheric rolls dominate the momentum fluxes above the sea surface. They
suggested that darkened sea surface streaks correspond to updraft areas of atmospheric roll
vortices. However, the study does not show if roll vortices increase the momentum fluxes.

1.4.2. Inflection point instability

The IPI produces roll energy by shear of the mean flow. Therefore, an inflection point has to
be in the vertical profile of the mean velocity which is connected to a vorticity extremum in
the same height. The inflection point is in the velocity component perpendicular to the roll
axis.

Faller (1963) constructed an experiment with a rotating water tank to study the IPI of an
Ekman flow. Data analysis and theoretical studies with the linear perturbation theory showed
that rolls caused by the IPI have a wavelength λr of approximately 11D and a band orien-
tation angle ε between 10◦ and 15◦. However, quasi-laminar Ekman flows were used in these
studies (Faller, 1965; Faller and Kaylor, 1966; Lilly, 1966; Etling, 1971; Brown, 1972; Etling
and Wippermann, 1975; Stensrud and Shirer, 1988; Aelbrecht et al., 1999)2.
The IPI was identified in observational studies by the vertical profiles of the velocity compo-
nent or by calculating the energy budget terms. Rolls in the atmosphere caused by the IPI
have wavelengths up to 6 km and a band orientation angle between 10◦ and 20◦ (e.g. LeMone,
1973, 1976; Walter and Overland, 1984; Brümmer, 1985).
Further investigations were made with direct numerical simulations (DNS) and large-eddy
simulations (LES) by Deardorff (1972), Mason and Thomson (1987), Coleman et al. (1990)
and Moeng and Sullivan (1994). These simulations did not find roll vortices within the model
domain but streaks. Streaks are near surface linear bands with smaller horizontal and vertical

2In some studies the rolls caused by the IPI are denoted as ’type I’.
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extension as roll vortices (e.g. Young et al., 2002; Drobinski and Foster, 2003). Foster (1997)
suggested that the dependence of the flow structure on model domain size and grid resolution
could be responsible for the absence of roll structures in the three-dimensional DNS and LES
results. The greatest model extension was 5 km in the horizontal direction in Moeng and Sul-
livan (1994) while the observed wavelengths are up to 6 km. Glendening (1996) conducted an
LES with strong wind shear and weak buoyancy. He used a model domain of 25 km × 18 km
and a simulation time of 16 h and found roll vortices with a wavelength of 3.5 km.
As mentioned in the previous section, rolls caused by IPI do not only occur in neutrally
stratified flows but also in slightly convective boundary layers together with the convective
instability (e.g. Etling and Brown, 1993; Weckwerth et al., 1997; Drobinski et al., 1998).

1.4.3. Parallel instability

The PI does not produce roll energy on its own but intensifies or reduces the roll vortices.
As shown by equations 1.17 and 1.18, the Coriolis force exchanges roll energy between the
along-roll and cross-roll components of the roll energy. The rolls are intensified if the energy
is transported from the along-roll to the cross-roll component, a reverse exchange reduces the
roll intensity.

The PI was found and termed by Lilly (1966) in his theoretical study based on the labo-
ratory experiment by Faller (1963)3. Experimental and theoretical studies indicated that roll
vortices affected by the PI have a wavelength λr ≈ 19D and a band orientation angle between
0◦ and −20◦ (Lilly, 1966; Faller and Kaylor, 1966; Etling, 1971; Aelbrecht et al., 1999). How-
ever, calculation of energy budget terms from observational data of the atmosphere could not
verify the influence of the PI at mid-latitudes (e.g. LeMone, 1973; Brümmer, 1985). Brümmer
(1985) supposed an effect of the Coriolis force on the rolls near the equator caused by the
vertical Coriolis force. A strong influence of the vertical Coriolis force on the flow stability was
first assumed by Wippermann (1969). Etling (1971) pointed out that an easterly flow is more
unstable than a westerly flow if the vertical Coriolis force is considered4. Extensive studies of
the influence of the vertical Coriolis force on the flow stability were conducted by Leibovich
and Lele (1985). Using linear perturbation theory, they examined the flow stability for differ-
ent latitudes and wind directions for the atmosphere and the ocean. Their results showed a
maximum instability for easterly flows and a minimum instability for westerly flows. This dif-
ference is increasing with a decreasing latitude. Coleman et al. (1990) used DNS to investigate
the effect of the vertical Coriolis force and confirmed the result of Leibovich and Lele (1985).
However, Coleman et al. (1990) did not observe roll vortices and showed that the difference of
the flow stability between a westerly and an easterly flow is caused by the unorganized turbu-
lence. Using LES, Glazunov (2010) observed roll vortices in a neutrally stratified atmospheric
flow. He showed that the development of roll vortices depends on latitude and wind direction
comparable to the unorganized turbulence. Glazunov (2010) calculated the contribution of the
roll vortices on the vertical momentum transport in easterly and northeasterly wind regimes
to approximately 40 %. Furthermore, he showed that under stable conditions the effect of the
vertical Coriolis force and hence the PI vanishes, which was previously presumed by Dubos
et al. (2008) and Gerkema et al. (2008). Esau (2003) analyzed LES data with the proper

3In some studies the rolls caused by the PI are denoted as ’type II’.
4Neglecting the vertical Coriolis component is also called the ’f-plane’ approximation.
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orthogonal decomposition (POD) method5 and concluded that the Coriolis effect is strong in
neutrally stratified shear-driven geophysical flows and weak in buoyancy driven flows.
LES studies for a wind driven OML by Zikanov et al. (2003) showed an increasing turbulence
production at lower latitudes caused by the vertical Coriolis force and a maximum of the effect
for a northwest wind. (The angle of the wind direction γ should be replaced by −γ for a correct
reading of the paper by Zikanov et al. (2003). Therefore, the terms “west” and “east” should
be interchanged in their text. This circumstance was already recognized by Gerkema et al.
(2008).) Zikanov et al. (2003) could not observe roll vortices in their data and showed, com-
parable to Coleman et al. (1990) for the atmosphere, that the influence of the vertical Coriolis
force on the unorganized turbulence is responsible for the increasing turbulence production at
lower latitudes.

1.5. Motivation and scope of this study

The present work examines the influence of atmospheric roll vortices on wind driven oceanic
flows with the aid of LES. Roll vortices are responsible for a large amount of turbulent trans-
port within the ABL and OML and therefore are of interest for the flow structure of the
boundary layers. This thesis deals with the question if atmospheric roll vortices induce coher-
ent circulations within the OML.
For reasons of simplification, the roll vortices are studied in a neutrally stratified Ekman flow.
I. N. Esau (2009, personal communication) and Glazunov (2010) investigated such a flow and
observed that the development of roll vortices depends on latitude and wind direction due to
the variability of the vertical Coriolis force. In detail, roll vortices develop in easterly flows
but not in westerly flows. For easterly flows, the organization of the turbulence in roll vortices
increases with decreasing latitude.
Starting from this point of research, a parameter study is carried out which investigates the
effect of wind direction and latitude. The results of the parameter study are compared with
earlier investigations for developing a setup for a coupled atmosphere-ocean simulation. For a
better understanding of the underlying mechanisms of the roll development, the energy budget
terms of the IPI and the PI are analyzed.
LES studies of an Ekman flow in the OML were made for example by Zikanov et al. (2003)
and Noh et al. (2004). Noh et al. (2004) investigated the effect of wave-breaking and Langmuir
circulation and used a reference case without these effects. The reference case is used by this
study for a model validation. Zikanov et al. (2003) examined the influence of the wind direction
and latitude on the instability of a wind driven Ekman flow within the OML and observed
that the vertical momentum transport by unorganized turbulence shows a maximum for a
north-east wind and a minimum for a south-west wind. The difference of vertical momentum
transport between the wind directions is zero at the poles and increases with lower latitudes.
This effect is also present for the unorganized turbulence in the atmosphere (Leibovich and
Lele, 1985; Coleman et al., 1990) and caused by the vertical Coriolis force. Hence, it is as-
sumed that the IPI and PI also induces roll vortices in the OML, as in the atmospheric case.
However, Zikanov et al. (2003) did not observe large coherent structures in their data. This
may be caused by the used grid length which is of the order of 10 m. Noh et al. (2004) used a
grid length of 1.25 m for investigations of the Langmuir circulation which shows that this grid
length is sufficiently large to resolve large coherent structures with wavelengths of 100 m. In

5A detailed description of the POD is given in Berkooz et al. (1993).
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the current study, the ocean is simulated with the grid length based on the study by Noh et al.
(2004) to investigate if rolls develop within the OML by dynamical instability mechanisms.
To study the influence of the atmospheric roll vortices on the OML, a coupled atmosphere-
ocean simulation is carried out. The coupled simulation considers the different length scales of
atmosphere and ocean. For resolving the roll vortices in atmosphere and ocean, the horizontal
model domain size has to be of the order of several kilometers due to atmospheric roll vortices,
while the ocean model needs a grid resolution of a few meters for resolving large coherent
structures. The coupled simulation shall answer the question if atmospheric roll vortices can
induce large coherent structures with wavelengths of several kilometers in the OML. To the
authors knowledge, this has not been done before.

This work is structured as follows: The LES model PALM (PArallelized Large-eddy simu-
lation Model), used for all simulations of the present study, is introduced in chapter 2 with
the underlying equations. The chapter also contains detailed information about the coupling
between atmosphere model and ocean model. The simulation setups and results are presented
and analyzed in chapter 3, which is divided into three sections: Atmospheric simulations,
oceanic simulations and coupled atmosphere-ocean simulation. A summary and final conclu-
sions are given in the last chapter.



2. PALM - A Parallelized Large-Eddy Simulation Model

All simulations were carried out using the parallelized LES model PALM which is designed
for simulations of turbulent flows in the atmospheric boundary layer and the ocean boundary
layer. It has been developed at the Institute for Meteorology and Climatology (IMUK) at
the Leibniz University of Hannover for parallel computing (Raasch and Schröter, 2001, and
references therein) and has been written in Fortran 95 1.

This chapter provides an overview of the underlying equations and parts of the used nu-
merical and physical model features. General information about modeling of turbulent flows
and an outline of the LES technique are given in section 2.1. Section 2.2 includes the basic
equations and section 2.3 the Boussinesq approximation. The main idea of LES is the sep-
aration of the larger and smaller scale turbulence with a filter (section 2.4). Thereby, the
smaller scale turbulence has to be parameterized (section 2.5) and the larger scale turbulence
is explicitly resolved. Section 2.6 contains information on the spatial and temporal discretiza-
tion. In order to solve the model equations, specific initialization parameters and boundary
conditions must be declared and are described in section 2.7. For the initialization state of the
three-dimensional model, PALM provides a one-dimensional precursor run (section 2.8).
Section 2.9 deals with the ocean model and section 2.10 with the coupling between the atmo-
sphere model and the ocean model.
The chapter closes by an overview of the parallelization method of PALM and hints for an
optimized using of the coupling.

2.1. Modeling of turbulent flows

Reynolds (1883) introduced a measure to distinguish between laminar and turbulent flows, the
so called Reynolds number:

Re =
UL

νm
. (2.1)

Re is defined as the ratio of inertial to viscous forces. U and L are typical velocity and length
scales of the boundary layer flow and νm the kinematic viscosity of a flow (Stull, 1988). A flow
becomes turbulent if it exceeds a critical value Rec which is about 1× 104 (Thorpe, 2005).
Typical values are for the ABL L = 1000 m, U = 1 m s−1 and νm = 1× 10−5 m2 s−1 and for
the OML L = 100 m, U = 0.01 m s−1 and νm = 10−6 m2 s−1 (Etling, 2002; Thorpe, 2005).
Thus, Re ≈ 1× 108 in the ABL and Re ≈ 1× 106 in the OML.

Figure 2.1 shows the spectrum of the turbulent kinetic energy (TKE) of a boundary layer
flow as a function of the eddy wavenumber k. It illustrates that the larger eddies (smaller
wavenumbers) contain the bulk of the TKE. The spectrum of the TKE is divided into three
wavelength spans: the production range P, the inertial subrange I and the dissipation range D.

1For an online documentation of PALM see http://palm.muk.uni-hannover.de
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Figure 2.1.: Schematic representation of the spectrum of TKE as a function of the wavenum-
ber k. P represents the production range, I the inertial subrange and D the dissipation range
(after Kraus, 2008).

The production range includes smaller wavenumbers and TKE is produced by buoyancy and
shear, where the latter extracting energy from the mean flow (Stull, 1988). In the range of
the smallest eddies (largest wavenumbers), TKE is converted into heat by viscous dissipation.
The length scale of the smallest eddies is called the Kolmogorov microscale

η =

(
ν3
m

ε

)1/4

. (2.2)

ε is the viscous dissipation rate of TKE. With νm = 1.5× 10−5 m2 s−1 and ε ≈ 0.01 m2 s−3

close to the surface, the Kolmogorov length scale results into η ≈ 1 mm for the smallest eddies
(Stull, 1988; Garratt, 1992). In the inertial subrange, larger eddies decay more and more into
smaller eddies which transports energy into the dissipation range. This process is known as
the energy cascade. The decrease of energy satisfy the relation

E(k) = αk ε
2/3 k−5/3 , (2.3)

which is well known as Kolmogorov’s minus five-third law. E(k) depends on the constant
αk ≈ 1.5 (from experimental data), the dissipation rate ε and the wavenumber k (Tennekes
and Lumley, 1972).

Basically, three different approaches exist to model a turbulent flow which can be distin-
guished by the rate of resolved turbulence: DNS, LES and RANS (Reynolds-averaged Navier-
Stokes simulations). DNS directly solves the Navier-Stokes equations on a grid which resolves
all scales of eddies. Therefore, the grid has to be fine enough to resolve eddies of the order
of the Kolmogorov length scale η and the model domain size has to be sufficiently large to
resolve the largest eddies in the flow. The number of grid points N can be estimated by the
Reynolds number of the flow or by the ratio of the characteristic length scales of the largest
and smallest eddies:

N ∼ L

η
∼ Re3/4 , (2.4)

which relates to one spatial direction (Fröhlich, 2006). For a three-dimensional turbulent flow
in the ABL with a typical Reynolds number of Re = 108, as shown above, the number of grid
points is estimated to:

N3 ∼
(
Re3/4

)3
∼ Re9/4 ∼ 1018 . (2.5)
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Today’s supercomputers can handle simulations with a number of grid points of the order of
1011 which is seven magnitudes below the required grid points. For this reason, DNS models
are used only for turbulent flows with small Reynolds numbers.

RANS models average the Navier-Stokes equations with a Reynolds-average by separating
all quantities ψ in a mean ψ and a statistical deviation ψ′ (Fröhlich, 2006):

ψ = ψ + ψ′ . (2.6)

After the replacement, the Navier-Stokes equations are ensemble-averaged and solved only for
the statistical mean. The whole turbulence is included in ψ′ and predicted by a turbulence
model. Hence, RANS models can be used for flows with high Reynolds numbers because they
need less computational time compared to DNS and LES models. The disadvantage is the high
dependence on the turbulence model which is not universally for all flows (Fröhlich, 2006). The
parameterization of the entire turbulence spectrum makes RANS models unsuitable for tur-
bulence studies.

The idea of LES is a combination of DNS and RANS techniques in such a way that the
advantages of both are used. To achieve this, the turbulence spectrum is divided into a
part containing the larger scale turbulence and a part including the smaller scale turbulence,
which is known as filtering (see section 2.4). The larger scales are explicitly resolved and
the smaller eddies are parameterized with a so called subgrid-scale model (SGS, section 2.5).
This approach is adequate because the larger eddies contain the bulk of TKE and depend
on the geometry. The smaller eddies have a small amount of TKE and are isotropic after
the theory of Kolmogorov (1941). The isotropic character of the smaller scales simplifies the
parameterization in an LES model compared to a RANS model where the whole turbulence
must be parameterized.
The advantage of LES is the possibility of a coarser grid compared to DNS. Thus, LES models
can simulate the turbulence in flows with high Reynolds numbers with today’s supercomputers
and they are a powerful tool for studies of geophysical flows. Difficulties of LES, apart from
numerical and discretization errors, exist in regions where the parameterized small eddies
dominate. For detailed information on the LES technique, it shall be referred to Fröhlich
(2006).

2.2. Basic equations of turbulent flows

The dynamics of a turbulent flow can be described by a set of prognostic equations. For a
rotating Cartesian coordinate system, these equations can be written in tensor notation as
follows:

∂ui
∂t

= −uk
∂ui
∂xk
− εijkfjuk −

1

ρ

∂p

∂xi
− gδi3 + νm

(
∂2ui
∂x2

k

+
1

3

∂

∂xi

∂uk
∂xk

)
(2.7)

for the conservation of momentum (Navier-Stokes equations),

∂ρ

∂t
= −∂(uiρ)

∂xi
(2.8)
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for the conservation of mass (continuity equation),

∂θ

∂t
= −uk

∂θ

∂xk
+ νh

∂2θ

∂x2
k

+Qh (2.9)

representing the conservation of heat (first law of thermodynamics) and

∂s

∂t
= −uk

∂s

∂xk
+ νs

∂2s

∂x2
k

+Qs (2.10)

for the conservation of scalar quantities. s symbolizes any scalar with or without an impact
on the flow. νm, νh, νs are the molecular viscosities related to momentum, temperature and
scalar quantities, respectively. Qh, Qs are source and sink terms for the potential temperature
and the scalar quantities, respectively.
Equations 2.7 - 2.10 form a system of nonlinear partial differential equations which can only be
solved numerically. The used approximations of PALM are presented in the following sections.

2.3. Boussinesq approximation

The Boussinesq approximation simplifies the Navier-Stokes equations 2.7 and is commonly used
for the description of phenomena in boundary layer meteorology (Etling, 2002). Local values
of density, pressure and temperature (represented by the universal variable Ψ) are divided into
a basic state ψ0 and a deviation ψ∗ of this (e.g. Etling, 2002):

ψ(x, y, z, t) = ψ0(z) + ψ∗(x, y, z, t) . (2.11)

The deviations ψ∗ depend on space and time. The basic states ψ0 only depend on altitude
by definition, except the pressure. A constant horizontal pressure gradient is allowed and
expressed by the geostrophic flow:

∂p0(x, y, z)

∂x
= fρ0vg and

∂p0(x, y, z)

∂y
= −fρ0ug . (2.12)

Furthermore, the basic state fulfills the hydrostatic equation

∂p0(z)

∂z
= −gρ0(z) (2.13)

and the ideal gas law

p0 = ρ0RT0 . (2.14)

R is the ideal gas constant.
Multiplying equation 2.7 with ρ and using equation 2.11 yields to:

ρ0

(
1 +

ρ∗

ρ0

)(
∂ui
∂t

+ uk
∂ui
∂xk

+ εijkfjuk

)
= −∂p0

∂xi
− ∂p∗

∂xi
− ρ0gδi3 − ρ∗gδi3

+ ρ0

(
1 +

ρ∗

ρ0

)(
νm

(
∂2ui
∂x2

k

+
1

3

∂

∂xi

∂uk
∂xk

))
(2.15)
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The deviations are presumed to be small compared to the basic states, ψ∗ << ψ0 and
ψ∗/ψ0 << 1. For that reason, all terms including ρ∗ are eliminated except for the buoy-
ancy term. The vertical derivation of the first term and the third term, both on the right-hand
side of equation 2.15, cancel each other with 2.13. The horizontal derivations of the first term
on the right-hand side can be replaced as shown in equation 2.12. Thus, equation 2.15 can be
written as:

∂ui
∂t

= −uk
∂ui
∂xk
− εijkfjuk + εi3kf3ugk −

1

ρ0

∂p∗

∂xi
− ρ∗

ρ0
gδi3 + νm

(
∂2ui
∂x2

k

+
1

3

∂

∂xi

∂uk
∂xk

)
. (2.16)

Because density measurements are difficult, the density ratio in the buoyancy term can be
replaced by the temperature ratio which can be derived from the logarithmic differentiation of
the ideal gas law with the assumptions ∆ψ = ψ−ψ0 = ψ∗, p∗/p0 � ρ∗/ρ0 and T ∗/T0 ≈ θ∗/θ0:

dp

p
=
dρ

ρ
+
dT

T
⇒ ∆p

p
≈ ∆ρ

ρ
+

∆T

T
⇒ ∆ρ∗

ρ0
− ∆p∗

p0
≈ −∆T ∗

T0
⇒ ∆ρ∗

ρ0
≈ −∆θ∗

θ0
. (2.17)

Replacing the density ration in equation 2.16 leads to:

∂ui
∂t

= −uk
∂ui
∂xk
− εijkfjuk + εi3kf3ugk −

1

ρ0

∂p∗

∂xi
+
θ∗

θ0
gδi3 + νm

(
∂2ui
∂x2

k

+
1

3

∂

∂xi

∂uk
∂xk

)
. (2.18)

The advantages of the Boussinesq approximation are the simplification of the continuity equa-
tion 2.8 which is for small height intervals where ∂ρ0/∂z ≈ 0 holds:

∂ui
∂xi

= 0 . (2.19)

The flow is incompressible after the Boussinesq approximation. Hence, sound waves are fil-
tered which leads to the possibility of a larger time step in numerical models. More detailed
information can be found in Etling (2002) and Stull (1988).

2.4. Filtering

As mentioned in section 2.1, the main idea of LES is the separation of the turbulence scales.
Therefor, every quantity ψ is divided into a resolved part (grid-scale) ψ and an unresolved
part (subgrid-scale) ψ′′:

ψ = ψ + ψ′′ . (2.20)

The resolved and unresolved part are separated by the so called filter width. In PALM, the
method after Schumann (1975) is used:

ψ(V, t) =
1

V

∫
V
ψ(V ′, t) dV ′ , (2.21)

with the grid volume

V =

[
x− ∆x

2
, x+

∆x

2

]
×
[
y − ∆y

2
, y +

∆y

2

]
×
[
z − ∆z

2
, z +

∆z

2

]
. (2.22)
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In PALM, the filter width is equal to the grid length of the spatial discretization. Thus, the
subgrid-scale turbulence is filtered by averaging over one grid box (volume average). This
method is an implicit filtering (Fröhlich, 2006). The filtering after equation 2.21 has the same
properties as a Reynolds operator which fulfills:

ψ = ψ , ψ′′ = 0 and ψχ = ψχ+ ψ′′χ′′ . (2.23)

ψ and χ can be any atmospheric or oceanic quantity (Stull, 1988).

The application of Reynolds averaging to the Boussinesq approximated equations (Eq. 2.18,
2.19), the first law of thermodynamics (Eq. 2.9) and the conservation equation for scalar
quantities (Eq. 2.10) leads to the filtered model equations of PALM:

∂ui
∂t

= −∂ukui
∂xk

− εijkfjuk + εi3kf3ugk −
1

ρ0

∂p∗

∂xi
+
θ∗

θ0
gδi3 −

∂τki
∂xk

, (2.24)

∂ui
∂xi

= 0 , (2.25)

∂θ

∂t
= −∂ukθ

∂xk
−
∂u′′kθ

′′

∂xk
+Qθ , (2.26)

∂s

∂t
= −∂uks

∂xk
−
∂u′′ks

′′

∂xk
+Qs . (2.27)

The subgrid-scale terms are defined as follows:

τki = u′′ku
′′
i = ukui − ukui , u′′kθ

′′ = ukθ − ukθ and u′′ks
′′ = uks− uks . (2.28)

τki is the subgrid-scale stress tensor and its components are velocity fluxes. u′′kθ
′′ denotes the

subgrid-scale flux for temperature and u′′ks
′′ for scalar quantities. These terms cannot be cal-

culated explicitly and must be parameterized with a subgrid-scale model. The overbar marks
a volume averaged quantity which contains the resolved part of turbulence and the double
prime denotes the subgrid-scale portion of turbulence. The molecular diffusion is neglected in
equation 2.24 because it is much smaller than the turbulent diffusion.

2.5. Subgrid-scale model

The filtered system of equations of PALM (Eq. 2.24 - 2.27) contains more unknowns than
equations, which is known as the turbulence closure problem. To close the system of equations,
the subgrid-scale fluxes are parameterized by resolved quantities in such a way that the impact
of the smaller scales to the larger scales is well modeled. The model for the smaller scales
has to provide enough dissipation to ensure that enough energy is transported from larger
to smaller scales according to the energy cascade (Fröhlich, 2006). The parameterization in



2.5 Subgrid-scale model 18

PALM is realized according to Deardorff (1980). According to the gradient transport theory,
the subgrid-scale fluxes can be written as:

τki = −Km

(
∂ui
∂xk

+
∂uk
∂xi

)
, (2.29)

u′′kθ
′′ = −Kh

∂θ

∂xk
, (2.30)

u′′ks
′′ = −Ks

∂s

∂xk
. (2.31)

Km, Kh and Ks denote the subgrid-scale eddy coefficients or turbulent diffusion coefficients
for momentum, heat and scalar quantities, respectively. The coefficient for momentum is
calculated after the Prandtl-Kolmogorov hypothesis (Kolmogorov, 1942; Prandtl, 1945):

Km = cml
√
e . (2.32)

Kh and Ks are calculated by:

Kh = Ks = Km

(
1 +

2l

∆

)
. (2.33)

cm = 0.1 is the Smagorinsky constant, l denotes the mixing length, ∆ = 3
√

∆x∆y∆z is the
characteristic grid length, which is equivalent to the filter width in PALM, and e denotes the
subgrid-scale turbulent kinetic energy (SGS-TKE):

e =
1

2
u′′i u

′′
i . (2.34)

The mixing length l is a measure of the ability of turbulence to cause mixing (Stull, 1988)
and can be interpreted as the free path of the air molecules (Etling, 2002). The mixing length
relates to the eddy size of the subgrid-scale eddies which are parameterized. l is directly related
to the filter width ∆, the distance d from the bottom boundary or a wall and the stratification
because the eddy sizes decrease with the increase of boundary layer stability. In PALM, the
mixing length is calculated as follows:

l =


min

(
∆, 0.7d, 0.76

√
e
(
g
θ0
∂θ
∂z

)−1/2
)

if ∂θ∂z > 0 ,

min (∆, 0.7d) if ∂θ∂z ≤ 0 .

(2.35)

The SGS-TKE e is calculated by a prognostic equation:

∂e

∂t
= −∂uke

∂xk
− τki

∂ui
∂xk

+
g

θ0
u′′3θ
′′ − ∂

∂xk

[
u′′k

(
e+

p′′

ρ0

)]
− ε . (2.36)
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Figure 2.2.: Schematic representation of the numerical grid used in PALM (Arakawa-C grid).
Scalar quantities s are defined at the center of the grid box and the velocity components ui
are shifted one half grid length ∆xi/2 in xi-direction (after Sheng et al., 1998).

The model equations are closed with a parameterization of the turbulent transport of the
SGS-TKE and the pressure variations:

u′′k

(
e+

p′′

ρ0

)
= −2Km

∂e

∂xk
, (2.37)

and for a parameterization of the dissipation rate ε:

ε =

(
0.19 + 0.74

l

∆

)
e3/2

l
. (2.38)

2.6. Discretization and numerical schemes

The prognostic model equations 2.24 - 2.27 and 2.36 must be discretized in space and time
to solve them numerically. In PALM, this is done by the finite difference method where
differential operators are approximated by finite differences (∂ ≈ ∆). A cartesian staggered
grid, Arakawa-C grid, is used for the spatial discretization (Arakawa and Lamb, 1977). As
illustrated in figure 2.2, scalar quantities are defined in the center of a grid volume V which
is spanned by ∆x, ∆y and ∆z (see Eq. 2.22). The velocity components are calculated at the
sides of the grid boxes. Compared to the scalar quantities, the u component is shifted half
a grid length in the negative x-direction, the v component half a grid length in the negative
y-direction and the w component half a grid length in the positive z-direction.

The horizontal grid length is equidistant, whereas the vertical grid length ∆z can be stretched
with a constant stretch factor fs to save computational time:

∆z(k + 1) = fs ·∆z(k) ∀ k > ks . (2.39)

Stretching starts above a user-defined height level ks and is intended for high levels above the
ABL.

In this study, the advection terms are solved by the second-order advection-scheme of Piacsek
and Williams (1970) and the time integration is done by a third-order Runge-Kutta scheme
(RK3) (Williamson, 1980).
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For the stability of the time integration, the dynamical time step ∆t must fulfill the Courant-
Friedrichs-Lewy (CFL) criterion (Courant et al., 1928):

∆tCFL ≤ min

(
∆xi
uimax

)
, (2.40)

which ensures that information are not transported over more than one grid length during one
time step. A further limitation of the dynamical time step is the diffusion criterion (Roache,
1985):

∆tdiff ≤ min
1

8

(
∆x2

i

max(Km,Kh)

)
. (2.41)

To ensure stability, the final time step is reduced by a factor of 0.9:

∆t = 0.9 ·min(∆tCFL,∆tdiff ) . (2.42)

The time integrated equations of motion 2.24 are not necessarily free of divergence. Thus,
the equations do not fulfill the continuity equation 2.25 for an incompressible flow. To ensure
incompressibility, the fractional step method after Patrinos and Kistler (1977) is used which is
based on a method of Chorin (1968). Due to the Boussinesq approximation, the perturbation
pressure p∗ is not coupled with the ideal gas law and is a pure dynamical pressure. Therefore,
the term −1/ρ0 ·∂p∗/∂xi is used to get a divergence free velocity field. Neglecting the pressure
term, a preliminary velocity field ut+∆t

i,pre is calculated first, so that the prognosticated velocity
field can be written as

ut+∆t
i = ut+∆t

i,pre −
ri∆t

ρ0

∂p∗
t

∂xi
. (2.43)

ri∆t is the fractional time step and ρ0 the constant density with a value of 1 kg m−3. For RK3,
tendency terms are calculated at the points tn + 1/3∆t, tn + 3/4∆t and tn + ∆t which leads
to fractional time steps of r1∆t = 1/3∆t, r2∆t = 5/12∆t and r3∆t = 1/4∆t, respectively.

The prognosticated velocity field is free of divergence if it fulfills the continuity equation
2.25:

∂ut+∆t
i

∂xi
=

∂

∂xi

(
ut+∆t
i,pre −

ri∆t

ρ0

∂p∗
t

∂xi

)
!

= 0 . (2.44)

Rearranging this equation leads to a Poisson equation for the perturbation pressure:

∂2p∗
t

∂x2
i

=
ρ0

ri∆t

∂ut+∆t
i,pre

∂xi
. (2.45)

The Poisson equation is solved with the Fast Fourier Transformation (FFT) algorithm in this
study.
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2.7. Initialization and boundary conditions

In order to solve the model equations numerically, initialization and boundary conditions
must be set. These conditions should be similar to physical properties. The lateral boundary
conditions are cyclic which means that in the horizontal directions the model domain repeats
infinitely. The advantage of this method is that turbulence can freely develop.
The top and bottom boundary conditions and the initialization state are different for the ocean
and the atmosphere. In the present section, the conditions for the atmosphere are given and
the conditions of the ocean model are discussed in section 2.9. At the top boundary zt of the
model domain, Dirichlet boundary conditions are chosen for the velocity and the perturbation
pressure:

u(x, y, zt) = ug , v(x, y, zt) = vg , w(x, y, zt) = 0 , p∗(x, y, zt) = 0 . (2.46)

Neumann conditions are selected for the TKE and the potential temperature, where the latter
is constant in time:

e(x, y, zt) = e(x, y, zt −∆z) , (2.47)

∂θ

∂z

∣∣∣∣
zt,t

=
∂θ

∂z

∣∣∣∣
zt,t=0

. (2.48)

The bottom edge of the atmosphere is limited by the earth’s surface and the boundary condi-
tions at the bottom of the model are orientated at its characteristics. At the bottom boundary
zb = 0, all quantities are defined at the same grid level contrary to the staggered grid levels
above. Dirichlet boundary conditions are chosen for the velocity, potential temperature and
scalar quantities:

u(x, y, zb) = 0 , v(x, y, zb) = 0 , w(x, y, zb) = 0 , (2.49)

θ(x, y, zb) = θini , s(x, y, zb) = sini . (2.50)

Neumann conditions are used for the perturbation pressure and the TKE:

p∗(x, y, zb −
∆z

2
) = p∗(x, y, zb +

∆z

2
) , e(x, y, zb −

∆z

2
) = e(x, y, zb +

∆z

2
) . (2.51)

Furthermore, a Prandtl layer is assumed between the bottom and the first prognostic vertical
grid level of the scalar quantities above the surface (zp = zb+ ∆z

2 ). The vertical velocity flux is
estimated with the similarity theory of Monin and Obukhov (1954) in the Prandtl layer. The
components of the vertical velocity flux are calculated by:

w∗u∗i = − ui
|~v|
u2
∗ with i ∈ {1, 2} . (2.52)

The friction velocity u∗ can be derived from the vertical profile of the mean horizontal wind
velocity (Monin and Obukhov, 1954):

∂|~v|
∂z

=
u∗
κz

Φm , (2.53)
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with the von Karman constant κ, which has a value of 0.4, and the Businger-Dyer function
Φm (Dyer, 1974). Integration of equation 2.53 leads to the equation for the friction velocity:

u∗ =



κ |~v(zp)|
ln
(
zp
z0

)
+5Rif

(
zp−z0
zp

) if Rif ≥ 0 ,

κ |~v(zp)|

ln
(
zp
z0

)
−ln

(
(1+Am)2

(1+Bm)2
(1+A2

m)
(1+B2

m)

)
+2 (arctan(Am)−arctan(Bm))

if Rif < 0 .

(2.54)

The components Am and Bm are given by:

Am = (1− 16Rif)1/4 and Bm =

(
1− 16Rif

z0

zp

)1/4

, (2.55)

with the Richardson flux number (e.g. Etling, 2002):

Rif =
zp κ g ϑ∗
θ0 u2

∗
. (2.56)

The dimensionless Richardson flux number is the ratio of buoyancy and shear production and
characterizes the dynamical stability of a flow (Stull, 1988). z0 denotes the roughness length
and represents the height where the mean wind speed is zero. It is a property of the surface
(Stull, 1988) and the default value is z0 = 0.1 m in PALM. ϑ∗ is the characteristic temperature
and is derived by integration of the equation (Monin and Obukhov, 1954):

∂θ

∂z
=
ϑ∗
κz

Φh , (2.57)

with the Businger-Dyer function Φm (Dyer, 1974), to:

ϑ∗ =



κ (θ(zp)−θ(z0))
ln
(
zp
z0

)
+5Rif

(
zp−z0
zp

) if Rif ≥ 0 ,

κ (θ(zp)−θ(z0))
ln
(
zp
z0

)
−2 ln

(
1+Ah
1+Bh

) if Rif < 0 ,

(2.58)

with the components

Ah = (1− 16Rif)1/2 and Bh =

(
1− 16Rif

z0

zp

)1/2

. (2.59)

The gradient of the temperature is zero in a neutrally stratified ABL. Thus, ϑ∗ and Rif are
zero.

For the model initialization, vertical profiles of the geostrophic flow and the potential tem-
perature are set in the entire model domain. Depending on the flow characteristics, it can take
several hours until the flow reaches a quasi-stationary state. For saving computational costs,
a one-dimensional precursor run can be used. During the precursor run, the flow reaches the
geostrophic balance. The calculated flow of the precursor run is used as initialization of the
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three-dimensional model. With the flow of the precursor run the flow of the three-dimensional
calculation reaches faster the stationary state compared to the calculation with constant ini-
tialization profiles. A detailed description of the one-dimensional model is given in section 2.8.

For damping the inertial oscillation in a neutrally stratified ABL (see section 3.1.3.1), a
Rayleigh damping can be used in PALM. Therefore, an additional term is added to all prog-
nostic equations at the final RK3 substep:

−Rv(uk − ugk) . (2.60)

The coefficient Rv is calculated by (Klemp and Lilly, 1978):

Rv =


1 if z ≤ zR ,

df sin2
(
π
2
z−zR
zt−zR

)
if z ≥ zR .

(2.61)

zR is the height where the Rayleigh damping starts. df is the damping factor and is set to 0.01
in this study. The damping forces the horizontal flow to the geostrophic value and reduces the
vertical velocity. The damping height zR should be equal to the boundary layer height zi in
this study.

The initialization fields do not have a horizontal gradient. Thus, turbulence cannot develop
in the flow and must be generated by the model at the beginning. This is realized by imposing
random perturbations to the horizontal velocity field during the first time steps. Therefore, a
random generator is used which provides a specified sequence of numbers. These numbers are
evenly distributed in the interval [0, 1] and are multiplied to the velocity field as long as the
resolved TKE reaches a threshold value.

2.8. One-dimensional model

As mentioned in section 2.7, PALM contains a one-dimensional model to provide quasi-
stationary vertical profiles of the horizontal velocity components for the initialization of the
three-dimensional model. During the precursor simulation, the inertial oscillation (see sec-
tion 3.1.3.1) can decay. Hence, the oscillation is weaker in the three-dimensional simulation.
Therefore, the three-dimensional model reaches faster the stationary state which saves com-
putational time.

The one-dimensional model calculates prognostic equations for the horizontal velocity com-
ponents ui with i ∈ {1, 2} and the TKE e:

∂ui
∂t

= −εi3kf3uk + εi3kf3ugk −
∂u′′3u

′′
i

∂x3
, (2.62)

∂e

∂t
= −∂u

′′
3u
′′
1

∂x3
− ∂u′′3u

′′
2

∂x3
− g

θ0

∂u′′3θ
′′

∂x3
− ∂u′′3e

′′

∂x3
− ε . (2.63)
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The whole turbulence spectrum is parameterized in this model because the turbulence cannot
be resolved by a one-dimensional model. The dissipation ε is parameterized after Detering and
Etling (1985):

ε = c3
0

e3/2

l
(2.64)

with a value of 0.4 for the constant c0. l is the mixing length and is calculated after Blackadar
(1962):

l =
κz

1 + κz
λ

. (2.65)

The typical length scale

λ = 2.7 · 10−4 |~vg|
f

(2.66)

is the maximum value for the mixing length. l is zero at the surface and increases with height
until it approaches λ.
A first-order closure is taken for the Reynolds stress terms:

u′′3u
′′
i = −Km

∂ui
∂x3

, u′′3θ
′′ = −Kh

∂θ

∂x3
and u′′3e

′′ = −Km
∂e

∂x3
. (2.67)

Km is calculated after the Prandtl-Kolmogorov hypothesis (Kolmogorov, 1942; Prandtl, 1945):

Km = c0l
√
e , (2.68)

and Kh is calculated by

Kh =


Km if Rif ≥ 0 ,

Km (1− 16Rif)1/4 if Rif < 0 ,

(2.69)

with the Richardson flux number

Rif =



g
θ0

∂θ
∂z

( ∂u∂z )
2
+( ∂v∂z )

2 if Rif ≥ 0 ,

g
θ0

∂θ
∂z

( ∂u∂z )
2
+( ∂v∂z )

2 (1− 16Rif)1/4 if Rif < 0 .

(2.70)

The cartesian grid of the one-dimensional model extends in the vertical direction. Finite differ-
ence methods are used for the spatial discretization and the RK3 for the temporal integration
(see section 2.6). At the top boundary zt, Dirichlet boundary conditions are selected and the
quantities keep their initial value:

u(zt) = ug , v(zt) = vg , e(zt) = 0 . (2.71)
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At the bottom boundary zb, Dirichlet conditions are given for the velocity and Neumann
conditions for the TKE:

u(zb) = 0 , v(zb) = 0 , e(zb) = e(zb + 1) =
( u∗

0.1

)2
. (2.72)

Prandtl conditions are assumed in the surface layer similar to the three-dimensional model (see
section 2.7). The Prandtl height zp is the first grid point above the bottom zb. For calculation
of the vertical momentum flux in the surface layer of the one-dimensional model, equations
2.52 is used. The calculation of the friction velocity differs in the one-dimensional model and
is done by:

u∗ =



κ |~v(zp)|
ln
(
zp
z0

)
+5Rif

(
zp−z0
zp

) if Rif ≥ 0 ,

κ |~v(zp)|
ln
(

1+bm
1−bm

1−am
1+am

)
+2 (arctan(bm)−arctan(am))

if Rif < 0 ,

(2.73)

with

am = (1− 16Rif)−1/4 and bm =

(
1− 16Rif

z0

zp

)−1/4

. (2.74)

The Richardson flux number is calculated after equation 2.56. The characteristic temperature
ϑ∗ is calculated by:

ϑ∗ =



κ (θ(zp)−θ(zb))
ln
(
zp
z0

)
+5Rif

(
zp−z0
zp

) if Rif ≥ 0 ,

κ (θ(zp)−θ(zb))
ln
(
ah−1

ah+1

bh+1

bh−1

) if Rif < 0

(2.75)

with

ah = (1− 16Rif)1/2 and bh =

(
1− 16Rif

z0

zp

)1/2

. (2.76)

The data from the one-dimensional non-staggered grid are transferred to the three-dimensional
staggered grid levels of the horizontal velocity components and scalar quantities.

2.9. Ocean model

The ocean model is based on the same basic equations and numerical schemes as the at-
mosphere model. However, some modifications and extensions have to be made due to the
different characteristics of ocean and atmosphere. Buoyancy and static stability in the ocean
are influenced by the potential temperature and the salinity. Hence, the density is calculated to
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replace the potential temperature in the buoyancy and stability terms in the prognostic equa-
tions. To reach this, an additional filtered prognostic equation is computed for the salinity S
of the ocean, based on equation 2.27:

∂S

∂t
= −∂ukS

∂xk
−
∂u′′kS

′′

∂xk
+QS . (2.77)

The source and sink term QS can be switched on in terms of a surface or bottom salinity flux.
The density is calculated from the equation of state for seawater with an algorithm after
Jackett et al. (2006). Two different densities are calculated in PALM, the potential density
ρpot and the in-situ density ρ. The in-situ density is calculated after:

ρ(S, θ, p) =
Pn(S, θ, p)

Pd(S, θ, p)
, (2.78)

where Pn and Pd are polynomials depending on salinity, potential temperature and pressure.
The terms and coefficients of the polynomials are given in table A.1 and are taken from Jackett
et al. (2006, table A2). The pressure increases with deeper depth and is calculated in the ocean
model after the hydrostatic equation:

p(z) = psurface + ρsurface g (zsurface − z) , (2.79)

with psurface = 1013.25 hPa and ρsurface = 1027.62 kg m−3. The sea surface is defined at
zsurface = 0 m and the depth z has negative values in the ocean, in contrast to other ocean
models where the depths has typically positive values.
To obtain the potential density, the same polynomials are used but without the pressure
terms. Hence, the first seven terms and the first ten terms of table A.1 are used for Pn and
Pd, respectively. The potential density can be expressed as

ρpot(S, θ) =
Pn(S, θ)

Pd(S, θ)
. (2.80)

As mentioned above, the density replaces the potential temperature in some equations. The
buoyancy term +g · θ∗/θ0 in equation 2.24 for the vertical velocity is replaced by −g · ρ∗/ρ0 in
the ocean. The sign of the buoyancy term changes because buoyancy increases with increasing
temperature but decreasing density. In the prognostic equation for the turbulent kinetic en-
ergy (Eq. 2.36) and for the mixing length (Eq. 2.35), the potential temperature is exchanged
by the potential density.

The sea surface is defined at the model top (zt = 0). The z-axis points from the bottom of
the ocean upwards to the sea surface. Neumann conditions are chosen at the top of the model
domain for the salinity and both density values (represented by the universal variable Ψ), and
for the horizontal velocity components due to the absence of a large scale pressure gradient:

Ψ(x, y, zt) = Ψ(x, y, zt −∆z) , (2.81)

u(x, y, zt) = u(x, y, zt −∆z) , v(x, y, zt) = v(x, y, zt −∆z) . (2.82)

At the bottom, Neumann conditions are also selected for all quantities represented by Ψ.
Neumann conditions can be used for the horizontal velocity field as well:

Ψ(x, y, zb) = Ψ(x, y, zb +
∆z

2
) , (2.83)

u(x, y, zb) = u(x, y, zb +
∆z

2
) , v(x, y, zb) = v(x, y, zb +

∆z

2
) . (2.84)
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Boundary conditions of other quantities are equal to the atmospheric case in section 2.7.

For the initialization of the ocean, constant profiles of potential temperature, salinity and
the geostrophic flow components are set in the entire model domain. Furthermore, surface
fluxes at the top and the bottom can be defined for the heat, salinity and horizontal momen-
tum. The influence of the ABL on the OML and vice versa is implemented via these fluxes as
described in the following section.

2.10. Atmosphere-ocean coupling

For investigations of the atmosphere-ocean interaction, a coupling module between the atmo-
sphere model and the ocean model is provided by PALM which exchanges the information of
both layers. The coupling allows the investigation of the influence of the atmospheric flow on
the oceanic current and vice versa.

The influence of the ABL on the OML is realized by recalculating the atmospheric surface
fluxes of momentum, heat and moisture to the oceanic surface fluxes of momentum, heat and
salinity. Positive fluxes are directed upwards and negative fluxes downwards for both, atmo-
sphere and ocean. The momentum fluxes at the sea surface are calculated by (e.g. Glazunov
and Lykossov, 2003):

w′′u′′o =
ρa
ρo
w′′u′′a , (2.85)

w′′v′′o =
ρa
ρo
w′′v′′a . (2.86)

Quantities with an index a refer to the atmosphere and an index o to the ocean, both close to
the sea surface.
The heat flux in the ocean is influence by the atmospheric sensible heat flux and latent heat flux.
A positive atmospheric sensible heat flux means that the air is heated at the sea surface and
thus the ocean loose heat, which is indicated by a positive oceanic heat flux. The atmospheric
latent heat flux is positive at the sea surface if water evaporates. The energy, which is needed
for the evaporation, is taken from the water and the water temperature decreases. Thus, the
oceanic heat flux is calculated by:

w′′θ′′o =
ρa
ρo

(
cp,a
cp,o

w′′θ′′a +
lw
cp,o

w′′q′′
)
. (2.87)

The latent heat flux w′′q′′ is not marked by an index because it occurs only in the atmosphere.
cp,a and cp,o denote the specific heat capacities of air and water at a constant pressure of
1013.25 hPa and are set to the values of 1005 J kg−1K−1 and 4218 J kg−1K−1, respectively.
The specific heat of vaporization lw is defined to the value of 2.262 610 8× 106 J kg−1.
If the atmospheric latent heat flux is positive at the sea surface, the water evaporates but the
salt remains in the ocean. Thus, the salinity increases at the sea surface. If the water is mixed
downwards, the salinity also increases in deeper depth which is expressed by a negative salinity
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flux. Thus, the salinity flux due to evaporation is calculated, according to Steinhorn (1991),
by:

w′′S′′ = −ρa
ρo

S

1− S
w′′q′′ . (2.88)

The signs in equations 2.85 - 2.87 are converse compared to Glazunov and Lykossov (2003)
because in PALM the vertical axis starts at the ocean’s bottom and points upward so that a
negative flux in the atmosphere remains negative in the ocean. In the model of Glazunov and
Lykossov (2003) the vertical axis of the ocean starts at the sea surface and points downwards.

The lowest grid points of the atmosphere represent the sea surface which characteristic
is defined by the ocean model. Thus, the resolved horizontal velocity components and the
potential temperature are exchanged from the ocean model to the atmosphere model:

ua(x, y, zb) = uo(x, y, zt) , (2.89)

va(x, y, zb) = vo(x, y, zt) , (2.90)

θa(x, y, zb) = θo(x, y, zt) . (2.91)

The horizontal domain length of both models has to be equal, while the grid length can
differ. In case of different grid lengths, a bilinear interpolation is used (M. Gryschka, personal
communication 2011). For the interpolation, the condition

nxo = n nxa (2.92)

must be satisfied. nxo are the number of grid points in x-direction of the ocean model and nxa
for the atmosphere model. The same condition is necessary for the y-direction. Condition 2.92
ensures that oceanic grid points are also defined at all positions of atmospheric grid points.
Thereby, the conditions nxo ≥ nxa and nyo ≥ nya must be hold. Figure 2.3 illustrates the
interpolation between both grids. On the atmospheric grid, a quantity Ψ is defined at the grid
points i ∈ [0, nxa − 1] and j ∈ [0, nya − 1]. The quantity is denoted as Ψi,j

a (black points in
Fig. 2.3b). The oceanic grid has more grid points than the atmospheric grid. Therefore, an
additional notation is necessary for the oceanic grid points which are denoted with

Ψ
i·dnx+ii,j·dny+jj
o with ii ∈ [0, d2nx], jj ∈ [0, d2ny] . (2.93)

d2nx and d2ny are the number of oceanic grid points between two atmospheric grid points and
are calculated by:

d2nx = 2

⌊
dnx
2

⌋
and d2ny = 2

⌊
dny
2

⌋
, (2.94)

with

dnx =
nxo
nxa

and dny =
nyo
nya

. (2.95)
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The floor function bxc is an integer and defined by bxc ≤ x < bxc+ 1 (Iverson, 1962).
The exchange of information from the ocean grid to the atmosphere grid is given by

Ψi,j
a =

1

(d2nx + 1)(d2ny + 1)

d2nx∑
ii=0

d2ny∑
jj=0

Ψ
i·dnx+ii,j·dny+jj
o . (2.96)

Thereby, an averaged value over several oceanic grid points is given to an atmospheric grid
point. The exchange from the atmospheric grid to the oceanic grid is calculated by

Ψ
i·dnx+ii,j·dny+jj
o =

[(
Ψi+1,j+1
a −Ψi+1,j

a

dny
· jj + Ψi+1,j

a

)

−

(
Ψi,j+1
a −Ψi,j

a

dny
· jj + Ψi,j

a

)]
1

dnx
ii+

(
Ψi,j+1
a −Ψi,j

a

dny
· jj + Ψi,j

a

)
. (2.97)

This has the characteristic of an bilinear interpolation.
An optimized using of the coupling module is described in section 2.11.
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(a)

(b)

Figure 2.3.: Schematic representation of the data exchange between the atmosphere model
and the ocean model at the surface during the coupling. The grid length of the ocean grid is
smaller than the grid length of the atmospheric grid. (a, left) The average over the colored
oceanic grid points is the received value at the colored atmospheric grid point. (a, right) The
colored oceanic grid point receives a weighted average value of the colored atmospheric grid
points. (b) Schematic representation of the different notation of the oceanic grid. Atmospheric
quantities Ψi

a are marked with black circles. Oceanic quantities Ψi·dnx+ii
o are marked with red

points. dnx is the ratio of the number of oceanic and atmospheric grid points in x-direction.
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2.11. Parallelization

PALM is parallelized for the usage on massive parallel computers to simulate highly turbulent
flows on large computational grids with high resolution (Raasch and Schröter, 2001).
For the parallelization, the model domain is decomposed into a number of subdomains which
equals the number of utilized processors (PE, processor element). The decomposition can be
chosen in one or two horizontal directions. The model domain is uniformly distributed on
the PEs. Each PE solves the model equations for its subdomain and needs information of
the neighboring PEs. These information are stored on additional grid points at the border
of a subdomain (so called ghost border points) and are exchanged after every Runge-Kutta
step. The data communication between the PEs is realized with the Message Passing Interface
(MPI). Additional information on the parallelization can be found in the documentation of
Raasch and Schröter (2001).

The coupling between atmosphere and ocean is based on the parallelization method between
the single PEs. Atmosphere and ocean are separated and each PE either belongs to the
atmosphere model (PEa) or to the ocean model (PEo). The data exchange between both
models takes place after each time interval ∆tcoupling. The coupling interval has to fulfill the
condition:

∆tcoupling ≥ max((∆t)a, (∆t)o) . (2.98)

The data exchange is realized with MPI. Therefore, a two-dimensional field of the size of
the whole model domain, nx × ny, is defined on each PE. This field is only non-zero at the
respective subdomains of the PEs. The fields of all PEsa are summarized on one PEa and the
same is carried out in the ocean. The two PEs which contain the whole surface information,
one the atmospheric and one the oceanic information, exchange their data. Finally, the one
PEa which contains the oceanic information sends this to each atmospheric PE and the one
PEo which contains the atmospheric information sends this to each oceanic PE.
For atmosphere and ocean model, different numbers of processors #PEs, time steps ∆t and
numbers of grid points N can be used, which may result in different computational times for
calculations over the interval ∆tcoupling. For saving computational costs, the load balancing
should be optimized for the coupling which means that the work should be evenly distributed
on all PEs as effectively as possible so that idle times of PEs are minimized. For reducing the
idle time of the PEs, an optimum relationship between #PEs, the expected time step ∆t and
N can be constructed. A sketch for the following considerations is given in figure 2.4. Under
the assumption of an equal time step for atmosphere and ocean, the ratio of #PEs should be
equal to the proportion of number of respective grid points (illustrated in Fig. 2.4a):

#PEa
#PEo

≈ Na

No

∣∣∣∣
(∆t)a=(∆t)o

. (2.99)

For different time steps and an equal number of grid points, the ratio of #PEs should be in
reverse proportion to the time steps (illustrated in Fig. 2.4b):

#PEa
#PEo

≈ (∆t)o
(∆t)a

∣∣∣∣
Na=No

. (2.100)
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The combination of equation 2.99 and 2.100 leads to

#PEa
#PEo

≈ (∆t)oNa

(∆t)aNo
, (2.101)

as an estimation for an optimized load balance of the coupling (M. Gryschka, personal com-
munication 2011).
The advantage of the possibility to use different numbers of grid points and PEs for atmo-
sphere and ocean shall be illustrated by an example. If different scales of turbulence shall be
investigated in atmosphere and ocean, different grid lengths should be used so that the finer
grid length is not needed for both models, which saves computational costs.
All simulations of the present work were computed on the SGI Altix supercomputers of the
North-German Supercomputing Alliance (HLRN2) in Hannover and Berlin.

2Norddeutscher Verbund für Hoch- und Höchstleistungsrechnen.
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(a) ∆ta = ∆to

(b) Na = No

Figure 2.4.: Schematic representation of an optimized relation between the number of pro-
cessors #PE, the total number of grid points N and the time step ∆t. A square represents
one PE, whereby atmospheric processors PEsa are colored grey and oceanic processors PEso
are colored blue. The number of dots in one square denotes the number of grid points be-
longing to the subdomain of the PE. The axis at the bottom represents the past computation
time (CPU time). (a, upper part) represents the relation of equation 2.99. The time steps of
both models are equal. However, the subdomain of PEo contains twice as many grid points
as the subdomain of PEa. Thus, PEo needs more computation time than PEa for calculating
∆tcoupling, resulting in an idle time for PEa. (Lower part) To avoid these idle times for PEa, the
number of PEso can be increased until a subdomain of PEo contains the same number of grid
points as a subdomain of PEa . (b, upper part) illustrates equation 2.100, with Na = No and
(∆t)a = 0.5(∆t)o. Hence, PEa needs twice as much computation time for calculating ∆tcoupling
as PEo. (Lower part) To avoid idle times for PEo the number of PEsa can be doubled.



3. Simulations and Results

In a neutrally stratified ABL, the formation of roll vortices depends on wind direction and
latitude (e.g. Glazunov, 2010). Using PALM, this effect is investigated and the responsible
mechanisms for the roll development are examined in this study. The latitude and wind di-
rection with the strongest roll vortices in the ABL later forms the basis for simulations of
the wind driven OML flow which is neutrally stratified. The uncoupled ocean simulations are
carried out with a spatially and temporally constant surface stress. General characteristics
of the OML are investigated with these simulations. For investigations of the influence of
the atmospheric rolls on the ocean, the coupled version of PALM is used with a sufficiently
large model domain size and an adequate grid size for atmosphere and ocean to observe roll
vortices. The coupled simulation needed a large amount on computational costs and thus only
one coupled simulation with roll vortices could be realized during this study. To minimize
computational costs, sensitivity studies were carried out for the atmosphere and ocean.

This chapter is divided into three sections. The first section deals with the results of the
atmospheric simulations, starting with the description of the setup in section 3.1.1. In section
3.1.2, the effects of latitude and wind direction on the flow stability are analyzed and compared
with earlier studies. Sensitivity studies were conducted to investigate the influence of model
parameters, such as the model domain size and the grid length, on the observed rolls (see
section 3.1.3). The energy budget terms are discussed in section 3.1.4 to identify the responsible
mechanisms for the roll development. Earlier investigations showed that the dependence of
the roll development on latitude and wind direction is caused by the vertical Coriolis force
(e.g. Leibovich and Lele, 1985; Glazunov, 2010). To confirm these observations, simulations
without the vertical Coriolis force are analyzed in section 3.1.5 and compared with previous
results.
The second section contains simulation results of an OML driven by a spatially and temporally
constant surface stress. Section 3.2.1 presents a model validation by comparing results with an
LES study of Noh et al. (2004). Afterwards, the physical parameters, such as surface stress,
are adjusted to the case which showed the strongest roll vortices in the ABL (see section 3.2.2).
These simulation results show if roll vortices caused by IPI and PI also develop in the OML.
Sensitivity studies are carried out in the same way as for the atmosphere (see section 3.2.3).
All ocean simulations are carried out for freshwater.
Based on the atmospheric and oceanic studies, a coupled simulation is then carried out to
investigate the influence of the atmospheric roll vortices on the ocean (see section 3.3).

3.1. The Parallel Instability in the atmospheric boundary layer

3.1.1. Setup

The setup of I. N. Esau (2009, personal communication) is used for the parameter study. There-
fore, a neutrally stratified ABL is simulated. The model domain has a size of Lx ×Ly ×Lz =
20 480 m × 20 480 m × 2700 m with a grid spacing of ∆x × ∆y × ∆z = 40 m × 40 m × 20 m.

34
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φ 5◦N 45◦N 90◦N

D ≈ 888 m ≈ 315 m ≈ 260 m

zi ≈ 2800 m ≈ 1000 m ≈ 825 m

λr ≈ 16.8 km ≈ 6 km -

Table 3.1.: Estimated values for the Ekman length D, the boundary layer height zi and the
wavelength of the roll vortices λr (after Lilly, 1966) for different latitudes φ.

Above z = 1700 m, ∆z is stretched to 40 m with a constant stretch factor of 1.01 (see section
2.6 for details about the stretched grid). The potential temperature θ is set to a constant value
of 300 K. The roughness length is z0 = 0.1 m and the geostrophic wind |~vg| = 5 m s−1. The
latitude φ and the wind direction are varied in the next section (3.1.2), where the latitude has
the values {5◦N, 45◦N, 90◦N}. The simulation time is 24 h.

Some theoretical aspects of the setup shall be considered first. The wavelength of the par-
allel instability is given by λr ≈ 19D from experimental and theoretical investigations (e.g.
Lilly, 1966). The Ekman length D can be calculated by equation 1.7. Therefore, the Coriolis
parameter f is calculated for different latitudes with equation 1.3 and for the diffusion coef-
ficient Km, a typical value of 5 m2 s−1 can be assumed in a neutrally stratified ABL (Etling,
2002). The height of the neutrally stratified ABL zi is estimated by equation 1.12. All results
are summarized in table 3.1. An approximation of the wavelength is not given for the pole
region because earlier studies indicated no roll vortices for theses latitudes (e.g. Leibovich and
Lele, 1985).
For φ = {45◦N, 90◦N}, the model domain size seems to be sufficiently large and the stretched
part of the grid lies above zi. At φ = 5◦N , the model domain height is smaller than the
estimated boundary layer height zi. Furthermore, the wavelength estimation indicates that
the model domain is sufficiently large to resolve two pairs of rolls at the mid-latitudes, but
too small near the equator. Nevertheless, the setup is used for a comparison with results by I.
N. Esau (2009, personal communication) but it is modified in section 3.1.3 to allow a better
representation of rolls.

3.1.2. Parameter study for different latitudes and wind directions

Earlier investigations (e.g. Leibovich and Lele, 1985; Coleman et al., 1990; Glazunov, 2010) in-
dicate that an easterly flow is more unstable than a westerly flow and that this effect increases
for lower latitudes. To confirm this, the latitudes φ = {5◦N, 45◦N, 90◦N}, according to I. N.
Esau (2009, personal communication), are analyzed.
The used coordinate system (see Fig. 3.1) is equivalent to that in Leibovich and Lele (1985).
A westerly geostrophic wind (ug = 5 m s−1 and vg = 0 m s−1) is defined as an angle of α = 0◦

and an easterly geostrophic wind (ug = −5 m s−1 and vg = 0 m s−1) is defined as an angle of
α = 180◦ with α ∈ [−180◦, 180◦]. The investigated wind directions are given in table 3.2. The
absolute value of the geostrophic wind |~vg| = 5 m s−1 remains constant for all wind directions.



3.1 The Parallel Instability in the atmospheric boundary layer 36

Figure 3.1.: The used coordinate system is equivalent to that in Leibovich and Lele (1985).
The x-axis points east and the y-axis north. The rx-axis is oriented parallel to the roll axis.
Vg denotes the atmospheric geostrophic wind or the oceanic surface current. The angle α
represents the direction of Vg in relation to the north-east-system. β is the angle between the
roll axis and the x-axis and ε the band orientation angle between the roll axis and Vg.

For simplification in the following analysis, the cases with a westerly (α = 0◦) and an easterly
(α = 180◦) geostrophic wind are denoted with W5, W45, W90 and E5, E45, E90, respectively,
where the number refers to the latitude.

α 0◦ 60◦ 120◦ 180◦ −120◦ −60◦

ug 5 m s−1 2.5 m s−1 −2.5 m s−1 −5 m s−1 −2.5 m s−1 2.5 ms−1

vg 0 m s−1 4.33 m s−1 4.33 m s−1 0 m s−1 −4.33 m s−1 −4.33 m s−1

Table 3.2.: Simulated geostrophic wind directions and related wind components.

I. N. Esau (2009, personal communication) compared instantaneous horizontal cross-sections
of the vertical velocity w at z = 640 m for a westerly and an easterly geostrophic wind at
φ = 5◦N from LES data of a neutrally stratified ABL (Fig. 3.2a and 3.2b). The figures show
that large coherent updraft (blue) and downdraft (yellow/red) zones develop for an easterly
but not for a westerly geostrophic wind. Figures 3.2c and 3.2d show the same horizontal
cross-sections of the present study. Large coherent updraft (red) and downdraft (blue) zones
can also be observed for E5 but not for W5. Similar results are also given by Glazunov (2010)
at φ = 15◦N using LES. The coherent updraft and downdraft zones are indicators for roll
vortices and the roll axis is oriented along these coherent zones. The roll circulations can be
visualized by streamlines based on the deviation from the mean velocity:

u∗i = ui − ui . (3.1)

ui is the average of ui along the xi-axis. Figure 3.3 presents instantaneous vertical cross-
sections of the vertical velocity w and streamlines of (v∗, w∗), both are averaged along the
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(a) φ = 5◦N , α = 0◦ (b) φ = 5◦N , α = 180◦

(c) W5: φ = 5◦N , α = 0◦ (d) E5: φ = 5◦N , α = 180◦

Figure 3.2.: Instantaneous horizontal cross-sections of the vertical velocity w at z = 640 m
after 24 h of simulation time. (a, b): Results are from I. N. Esau (2009, personal communi-
cation): (a) Westerly and (b) easterly geostrophic wind. (c, d): Results from this study: (c)
Westerly and (d) easterly geostrophic wind (marked by the black arrow).

x-axis. The roll structure is visible for E5 (Fig. 3.3b) and shows that the large coherent up-
draft and downdraft zones are connected to surface convergences and divergences, respectively.
The roll wavelength is defined as the width of one roll pair. Hence, the averaged wavelength
of all developed rolls can be determined by the model domain length Ly divided by the num-
ber of roll pairs or can be estimated by the number of coherent updraft or downdraft zones
divided by Ly. For E5 (Fig. 3.3b), the averaged roll wavelength λr is approximately 6800 m.
However, the rolls reach the top of the model domain which can affect their wavelength due to
their symmetry. For further investigations of this influence see section 3.1.3.1. In case of W5
(Fig. 3.3a), large coherent structures cannot be observed within the flow and the unorganized
turbulent structures do not reach the top of the model domain. Overall, figures 3.2 and 3.3
show that the results of this study are in good agreement with earlier investigations.

The roll wavelength λr can be also determined from the variance (or energy) spectrum of
the vertical velocity component or horizontal velocity component which is perpendicular to the
roll axis. To calculate the two-dimensional variance spectrum of w and v, the horizontal cross-
section is needed. The spectrum of a horizontal cross-section is based on a two-dimensional
FFT. The result of the two-dimensional FFT is a two-dimensional matrix with the real Freal
and the imaginary Fimag part of the Fourier transform which are elements of the frequency
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(a) W5: φ = 5◦N , α = 0◦

(b) E5: φ = 5◦N , α = 180◦

Figure 3.3.: Instantaneous vertical cross-sections of the vertical velocity w, averaged along
the x-axis, and streamlines of (v∗, w∗) after 24 h of simulation time for (a) a westerly and (b)
an easterly geostrophic wind.

Figure 3.4.: Spectral energy density Sw of the vertical velocity w as a function of the wave-
length λ calculated at z = 1280 m. The upper spectra are calculated from W5 and the lower
spectra from E5. The right spectra is a cut-out of the left spectra for better resolving the
energy levels of the smaller wavelengths.
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space. For an N ×N cross-section of a quantity Ψ, each of FΨ,real and FΨ,imag span an N ×N
domain in the frequency space. The frequency domains are divided into four quadrants by the
row N/2 and column N/2 if the field indices are running from zero to N − 1. The diagonally
opposed quadrants are mirror images of each other and the mirrored values of the imaginary
part are opposite in sign. This symmetry can be expressed by (Smith, 1997):

FΨ,real(r, c) = FΨ,real(N − r,N − c) , (3.2)

FΨ,imag(r, c) = −FΨ,imag(N − r,N − c) , (3.3)

considering that the frequency spectrum is periodic and repeating itself every Nth grid point.
Thus, FΨ(r,N) should be interpreted as FΨ(r, 0), FΨ(N, c) as FΨ(0, c) and FΨ(N,N) as
FΨ(0, 0). Small wavenumbers are at the outside corner of each quadrant and larger wavenum-
bers near the center. Thus, the largest wavenumber is at (N/2, N/2) (Smith, 1997). The
square of the norm of the complex Fourier transform is (Stull, 1988):

|FΨ|2 = F 2
Ψ,real + F 2

Ψ,imag . (3.4)

|FΨ|2 spans an N × N domain with the same symmetry properties as the domain of FΨ,real.

The wavenumber k is defined as k =
√
k2
x + k2

y. kx and ky are the wavenumbers referring

to the four outside corners of each quadrant (illustrated in Fig. 24-10 of Smith, 1997). The
summation of |FΨ|2(k) over equal wavenumbers k results in the discrete spectral energy EΨ(k)
(Stull, 1988). The spectral energy density SΨ is calculated by (Stull, 1988):

SΨ(k) =
EΨ(k)

∆k
, (3.5)

where ∆k is the difference between neighboring wavenumbers.

The spectral energy density Sw of the vertical velocity is calculated at z = 1280 m because
the vertical velocity has its highest values in the range of H/2 and the vertical extension of the
roll vortices H is equal to the model domain height for E5 (see figure 3.3b). For the case W5
and E5, figure 3.4 shows the spectral energy density Sw of the vertical velocity as a function
of wavelength λ which is the reciprocal of the wavenumber k. For W5, Sw has no significant
peaks at larger wavelengths. For E5, Sw has large peaks at λ = 6660 m and λ = 4850 m (values
are taken from the data). The value of the largest peak is in good agreement with the value
of the visual analysis λr = 6800 m given above.

To show that the stability difference between easterly and westerly winds is also valid
for other wind directions, horizontal cross-sections of the vertical velocity w for the angles
α = [60◦, 120◦,−120◦,−60◦] are presented in figure 3.5. The graphic shows that the turbu-
lence is well organized in rolls for wind directions with an easterly component (right) and
unorganized for winds with a westerly component (left). The black arrows mark the direction
of the geostrophic wind and show that the occurred rolls are aligned to ~vg (ε = 0). The vari-
ance spectra of w in figure 3.6 of the four simulations show the same effect as for W5 and E5.
The spectra of the simulations with a westerly wind component have no significant peak at
larger wavelengths. The spectra with an easterly wind component have the largest peak at a
wavelength of 5550 m for α = −120◦ and 6330 m for α = 120◦. Hence, the wavelength is in the
same range as for E5.
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Figure 3.5.: Instantaneous horizontal cross-sections of the vertical velocity w at z = 640 m at
φ = 5◦N after 24 h of simulation time for different geostrophic wind directions (marked by the
black arrow): (Top left) north-northwest wind: α = −60◦, (top right) north-northeast wind:
α = −120◦, (bottom left) south-southwest wind: α = 60◦ and (bottom right) south-southeast
wind: α = 120◦.

Figure 3.6.: Spectral energy density Sw of the vertical velocity w as a function of the wave-
length λ calculated at z = 1280 m. The spectra are arranged as in figure 3.5.
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Earlier investigations (e.g. Leibovich and Lele, 1985; Glazunov, 2010) explained that the
difference between an easterly and a westerly wind depends on the vertical Coriolis component
which has its maximum at the equator and decreases towards the poles. If the roll develop-
ment depends on the vertical Coriolis force, it must also decrease towards the poles. Therefore,
horizontal cross-sections of the vertical velocity w for the cases W45, E45 and W90, E90 are
presented in figure 3.7. The difference of the turbulence organization between an easterly
and westerly geostrophic wind is still visible at 45◦N latitude. However, the organization of
updrafts and downdrafts is weaker compared to those for E5 in figure 3.2d and the averaged
wavelength is roughly estimated to 4.5 km − 5.7 km. The black line in figure 3.7b is adjusted
to the roll axis for an estimation of the band orientation angle ε. The geostrophic wind flows
parallel to the x-axis and the angle between this axis and the black line is 26.5◦. Thus, the rolls
are deflected to the right of the geostrophic wind with ε ≈ 26.5◦. The mean wind is turned to
the left on the northern hemisphere due to the Coriolis force. Thus, it is not clarified why the
rolls turned to the right of the geostrophic wind. For W90 and E90, the whole turbulence is
unorganized (Fig. 3.7c and Fig. 3.7d). This was expected, as mentioned above, because the
vertical Coriolis force is zero at φ = 90◦N .
The comparison between the variance spectra Sw of W45 and E45 shows the same results as
Sw of W5 and E5 but less strongly (Fig. 3.8a). Larger wavelengths are stronger than smaller
wavelengths for E45 but a significant peak does not exist. The difference between the spectra
Sw of W90 and E90 is not significant and in both cases, the contribution of wavelengths of the
order of 100 m is larger than those of order of 1000 m.

In figure 3.9 the vertical profiles of the mean horizontal wind components are presented for a
westerly and an easterly geostrophic wind at different latitudes. The profiles of W45, E45, W90
and E90 show the same characteristics as the ideal Ekman flow (see Fig. 1.1). Starting from
the surface, the u-component strongly increases with height and becomes super-geostrophic
due to the horizontal Coriolis force at z ≈ 300 m for W90 and E90, and z ≈ 500 m for W45 and
E45. The v-component also increases with height near the surface, reaches a maximum value
at z ≈ 100 m and decreases to zero above. The typical Ekman profile does not develop near the
equator because the horizontal component of the Coriolis force is close to zero. A significant
difference in the vertical profiles of the horizontal velocity components occurs between W5 and
E5. A smaller vertical gradient of the horizontal velocity components for E5 indicates stronger
vertical mixing compared to W5. For W5, the mean horizontal wind becomes geostrophic at
z ≈ 1600 m. For E5, the mean horizontal wind does not become geostrophic because the model
domain height of 2700 m is not large enough. The stronger vertical mixing can be seen in the
vertical profiles of the vertical momentum flux1 which is calculated by (e.g. Etling, 2002):

w~vh =
√
wu2 + wv2 . (3.6)

Figure 3.10 presents these profiles for different latitudes. The vertical mixing for E5 is stronger
than for W5 and the mixing for E45 is stronger than for W45. The vertical mixing does not
significantly differ for E90 and W90. Hence, the difference of vertical mixing between an
easterly and a westerly geostrophic wind decreases with increasing latitude. The stronger
vertical mixing occurs in the same cases where roll vortices developed because rolls develop in
case of E5 and E45 (stronger vertical mixing) while rolls do not develop in case of W5 and W45

1For a physical momentum flux, the term has to be multiplied by density. In the following velocity fluxes are
also called momentum fluxes.
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(a) W45: φ = 45◦N , α = 0◦ (b) E45: φ = 45◦N , α = 180◦

(c) W90: φ = 90◦N , α = 0◦ (d) E90: φ = 90◦N , α = 180◦

Figure 3.7.: Instantaneous horizontal cross-sections of the vertical velocity w after 24 h of
simulation time. (a,b): At z = 640 m for (a) a westerly and (b) an easterly geostrophic wind.
(c,d): At z = 320 m for (c) a westerly and (d) an easterly geostrophic wind. The black line in
(b) is used for an estimation of ε (see text for more details).

(a) φ = 45◦N (b) φ = 90◦N

Figure 3.8.: Spectral energy density Sw of the vertical velocity w as a function of the wave-
length λ calculated at (a) z = 1280 m (b) z = 320 m. The upper spectra are for a westerly
geostrophic wind and the lower spectra for an easterly geostrophic wind.
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(a) W: α = 0◦ (b) E: α = 180◦

Figure 3.9.: Vertical profiles of the mean horizontal wind components u and v (or < u > and
< v >) at different latitudes for (a) a westerly and (b) an easterly geostrophic wind.

(weaker vertical mixing). In the cases W90 and E90, rolls do not occur within the ABL and a
difference between the wind directions cannot be observed in the vertical mixing. However, it
is not clarified if rolls increase the vertical mixing and further detailed studies are necessary.

In a neutrally stratified ABL, the boundary layer height zi can be defined as the height
where the vertical momentum flux decreases to 10 % of its surface value (e.g. Kraus, 2008).
The values for zi are calculated from the vertical profiles in figure 3.10 and are presented in
table 3.3. A significant difference in zi can be seen comparing W5 and E5 as well as W45
and E45. The difference of zi between W90 and E90 is small. These results indicate that the
development of roll vortices increase zi.

For a comparison between theory and simulation results of this study, the estimated values
of zi and λr of section 3.1.1 are listed in table 3.3 as well. Comparing zi, it is evident, that the
value of W5 is significantly smaller than the estimated value. This is also the case for W45.
However, the value of E45 is larger than the estimated value. The values of E90 and W90 are
close to the estimated zi for this latitude. The differences between theoretical estimations and
calculation from simulation data can be explained by the Ekman flow. For the theoretical esti-
mation, a quasi-laminar Ekman flow is assumed with a constant turbulent diffusion coefficient.
The simulations produce a turbulent Ekman flow where Km is not constant with high. An
other aspect is that the turbulence production differs for the wind direction and the latitude
which is also not considered in the theoretical estimation. The difference of the vertical trans-
port between westerly and easterly geostrophic flows is also not considered in models where
the whole turbulence spectrum is parameterized. For example, the one-dimensional model of
PALM exclude this effect because the turbulent diffusion coefficient of the parameterization
does not depend on the wind direction. The parameterization of this effect in one-dimensional
ABL models is discussed by (Glazunov, 2010).

The wavelength of the observed rolls shall be compared with those from the estimation
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Figure 3.10.: Vertical profiles of the total vertical momentum flux at different latitudes for
westerly and easterly winds.

φ 5◦N 45◦N 90◦N

Westerly flow zi ≈ 1540 m zi ≈ 940 m zi ≈ 840 m

Easterly flow zi > 2700 m, λr ≈ 6.6 km zi ≈ 1280 m, λr ≈ 4.5 km− 5.7 km zi ≈ 800 m

Estimation zi ≈ 2800 m, λr ≈ 16.8 km zi ≈ 1000 m, λr ≈ 6 km zi ≈ 825 m

Table 3.3.: Boundary layer height zi and averaged wavelength of roll vortices λr from the
simulation data and the theoretical values of the estimation in section 3.1.1.

λ ≈ 19D by Lilly (1966). The averaged wavelength of the simulated rolls λr is similar for E5
and E45 and is close to the estimated value for φ = 45◦N . The estimated value at φ = 5◦N is
larger than the observed roll vortices. However, the horizontal domain was not large enough
to observe rolls with a wavelength of 16.6 km. The possible influence of the domain size is
further investigated in section 3.1.3.2.

Earlier investigations show that the larger instability of an easterly geostrophic wind com-
pared to a westerly affects the surface stress which has also an effect on the OML. Figure
3.11 provides the surface stress for different wind directions of various studies. Coleman et al.
(1990) calculated the surface stress at φ = 45◦N and showed that the value of u∗ for a west-
erly geostrophic wind is reduced by 6 % of the value for an easterly geostrophic wind (see Fig.
3.11a). Glazunov (2010) calculated a difference of 7 %−8 % at 45◦N latitude. I. N. Esau (2009,
personal communication) extended these results for further latitudes and wind directions (see
Fig. 3.11b) and illustrated that the difference between an easterly and a westerly geostrophic
wind increases with decreasing latitude. Figure 3.11c shows the results of this study. The
difference between E45 and W45 is 7 % at φ = 45◦N which suits with the values above. At
φ = 5◦N the difference between E5 and W5 is 21 %.
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(a) Coleman et al. (1990) (b) I. N. Esau (2009, personal commu-
nication)

(c) Present study

Figure 3.11.: Dependence of the surface stress in the ABL on wind direction α (or γ) and
latitude φ. (a) The spatially averaged friction velocity normalized by the geostrophic wind at
φ = 45◦N for four wind directions, together with an interpolation function (Coleman et al.,
1990). (b) Normalized surface stress τ at φ = 5◦N (triangles), φ = 45◦N (circles) and
φ = 90◦N (squares) (I. N. Esau 2009, personal communication). (c) The spatially averaged
friction velocity u∗ of the present study.

The difference of the surface stress between an easterly and a westerly geostrophic wind is
caused by a higher turbulence production, organized as well as unorganized, due to the ver-
tical Coriolis force (Glazunov, 2010). That the unorganized turbulence is also responsible for
the difference between a westerly and an easterly flow can be seen in the studies of Coleman
et al. (1990) and Zikanov et al. (2003). Both studies show an difference between the flow
regimes without roll structures in their solutions. Zikanov et al. (2003) argued that the ver-
tical component of the Coriolis force influence the turbulence production in two ways. First,
the Coriolis term is a source/sink term in the dynamic equation for u′w′ and v′w′ and hence
influence the shear production terms in equation 1.16. Second, the Coriolis terms redistributes
the TKE between the horizontal and vertical components of the TKE. A detailed explanation
can be found in Zikanov et al. (2003).
The influence of the rolls on the surface stress can be seen in figure 3.12. For W5, areas with
larger values (red) and smaller values (blue) of u∗ are unorganized (Fig. 3.12a) and for E5,
these areas are organized in large bands due to the roll vortices (Fig. 3.12b). A comparison of
the variance spectrum of the friction velocity Su∗ show that the influence of the roll vortices
is presented at the surface. Large peaks in Su∗ are presented between wavelengths of 6000 m
and 10 000 m. These peaks are caused by the roll vortices and are not presented in case of W5.
At the sea surface, the bands of stronger and weaker surface stress form convergence and di-
vergence zones and the effect on a wind driven ocean current is investigated in section 3.3 in
the coupled atmosphere-ocean simulation.
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(a) W5: φ = 5◦N , α = 0◦ (b) E5: φ = 5◦N , α = 180◦

(c)

Figure 3.12.: (a, b) Instantaneous horizontal cross-sections of the friction velocity u∗,a at
the surface after 24 h of simulation time. It should be noted that the scales are different for
W5 and E5. (c) Spectral energy density Su∗ of the friction velocity u∗ as a function of the
wavelength λ calculated from the cross-sections shown above. The upper spectrum is based
on the data of W5 and the lower spectrum of E5.
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3.1.3. Sensitivity study

The roll characteristics can be influenced by the model domain size or the grid resolution. An
enlargement of the domain size or a higher grid resolution needs more computational time.
Therefore, the influence of these parameters shall be investigated in the following and an
optimized setup will be created for further investigations. The sensitivity studies are conducted
with the case E5 of section 3.1.2 because this case shows the strongest roll development.

3.1.3.1. Height of the atmospheric boundary layer

For E5 of the previous section, the developed roll vortices reach the top of the model domain
Lz = 2700 m (see Fig. 3.3b). Hence, the model domain could affect the roll wavelength λr,
the vertical extension of the roll vortices and their band orientation angle. To investigate
this impact, two simulations are carried out with a model domain height of Lz = 5220 m and
Lz = 7140 m. The vertical grid length ∆z is 20 m and above z = 1700 m, ∆z is stretched to a
maximum value of 40 m for saving computational time.

Figure 3.13 shows that the roll vortices reach the top of the model domain for Lz = 5220 m
and Lz = 7140 m, i.e. the roll vortices have different heights H. Some roll vortices ranges over
the whole vertical model domain and other are smaller. One interesting observation is that roll
vortices can develop above each other. For example, this can be observed between x = 0 km
and x = 4 km in figure 3.13b. Figure 3.14 shows the spectral energy density of the vertical
velocity Sw for Lz = 5220 m and Lz = 7140 m. A comparison with Sw from the simulation
E5 with Lz = 2700 m (Fig. 3.4) reveals that the largest spectral peak is at a wavelength of
6660 m for all three model domain heights. However, for Lz = 5220 m and Lz = 7140 m, a
large peak is presented at a wavelength of 10 000 m which is also found in Su∗ at the surface
for Lz = 2700 m (see Fig. 3.12c).

An influence of the model domain height can be avoided with a temperature inversion as a
physical boundary. The inversion height is defined at zinv = 3000 m. Starting from this height,
the potential temperature increases with 3 K/100 m. The height zinv is sufficiently large so
that the wavelength of the roll vortices is not affected, as shown by the results above. At
φ = 45◦N and φ = 90◦N , zinv is larger than zi (see Tab. 3.3) and does not affect the flow of
the ABL.
To examine the influence of the inversion, all simulations of the previous sections are repeated.
In these simulations, ∆z is 40 m in the entire boundary layer and is stretched within the
inversion layer, so that the whole model domain Lz is 3960 m.
The so-called inertial oscillation is induced by the increasing of turbulence at the beginning
of the simulation. In larger heights, the flow is braked by the friction due to the stronger
turbulence and the flow becomes subgeostrophic. The Coriolis force acts then as a restoring
force and the flow oscillates around the geostrophic value. The period of the inertial oscillation
is:

τi =
2π

f
. (3.7)

At φ = 5◦N , the period of the inertial oscillation τi is approximately 138 h. This oscillation
has no influence on the roll development and structure (Dubos et al., 2008). However, it delays
the reaching of a stationary state. To reduce this delay, a one-dimensional precursor run (see
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(a) E5: φ = 5◦N , α = 180◦

(b) E5: φ = 5◦N , α = 180◦

Figure 3.13.: Instantaneous vertical cross-sections of the vertical velocity w after 24 h of
simulation time with a model domain height of (a) Lz = 5220 m and (b) Lz = 7140 m.

Figure 3.14.: Spectral energy density Sw of the vertical velocity w as a function of the
wavelength λ calculated at z = 1280 m. The spectra are arranged as in figure 3.13.
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section 2.8) is used with a simulation time of 80 days for generation of a stationary wind profile.
For additionally damping the inertial oscillation in the three-dimensional model, a Rayleigh
damping is used within the inversion layer (see section 2.7).
Figure 3.15 shows the cross-sections of the vertical velocity for westerly and easterly winds
with all modifications mentioned above. Comparing figure 3.15 with 3.2 shows that the flows
have the same characteristics. For an easterly wind, the spectrum of the vertical velocity at
z = 1280 m is presented in figure 3.16. The largest spectral peak is at a wavelength of 6660 m.
Hence, the visual analysis and the spectrum shows that the wavelength of the roll vortices is
not affected by the modifications of the setup.
As shown in section 3.1.2, the wind direction has an influence on the surface stress. The
averaged friction velocity u∗ in E5 is 21 % larger than in W5. The difference in u∗ is 7 %
between E45 and W45 and vanishes for E90 and W90. This effect should remain with the
modified setup. Figure 3.17a compares u∗ from simulations with the setup of section 3.1.2
(black) and the modified setup (blue). The latter shows a difference between easterly and
westerly winds of 17.4 % at φ = 5◦N , 4.4 % at φ = 45◦N and nearly no difference at φ = 90◦N .
Furthermore, the averaged friction velocity at φ = 5◦N is larger for all wind directions with
the modified setup.
The time series of the resolved-scale turbulent kinetic energy E∗ (normalized by the number of
grid points) of the setup in section 3.1.2 (black) and of the modified setup in this section (blue)
are compared in figure 3.18 for the case E5. The black curve indicates that the flow reaches
a stationary state after approximately 16 h of simulation time and the blue curve indicates a
stationary flow after approximately 13 h of simulation time. Hence, the modified setup reaches
a stationary state faster due to the one-dimensional precursor run and the Rayleigh damping
as described above.
All further simulations are carried out with the modified setup.
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(a) W5: φ = 5◦N , α = 0◦

(b) E5: φ = 5◦N , α = 180◦

(c) W5: φ = 5◦N , α = 0◦ (d) E5: φ = 5◦N , α = 180◦

Figure 3.15.: Instantaneous cross-sections of the vertical velocity w after 24 h of simulation
time. (a, b): Vertical cross-sections for (a) a westerly and (b) an easterly geostrophic wind.
(c, d): Horizontal cross-sections at z = 640 m for (c) a westerly and (d) an easterly geostrophic
wind (marked by the black arrow).
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Figure 3.16.: Spectral energy density Sw of the vertical velocity w as a function of the
wavelength λ calculated at z = 1280 m for an easterly wind.

Figure 3.17.: (a) The spatially averaged friction velocity for different latitudes and wind direc-
tions with and without the inversion layer. (b) Profiles of the horizontal velocity components
for different heights.
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Figure 3.18.: Time series of the resolved-scale turbulent kinetic energy E∗ (normalized by
the number of grid points) for two different setups.

3.1.3.2. Size of the horizontal model domain

The horizontal domain sizes is varied because the estimation by Lilly (1966) leads to a wave-
length of 16.8 km (see Tab. 3.3) at φ = 5◦N . This wavelength can hardly seen clearly with
a model domain size of Lx × Ly = 20 km × 20 km. With the modified setup of the previous
section, the horizontal model domain size of case E5 is enlarged to Lx × Ly = 40 km× 40 km
and Lx × Ly = 80 km× 80 km, both with a horizontal grid length of ∆x = ∆y = 40 m.
Figure 3.19 presents horizontal cross-sections of the vertical velocity. These cross-section do
not reveal larger roll wavelengths than in the previous sections. The visual analysis reveals an
averaged wavelength λr,40 ≈ 6600 m and λr,80 ≈ 7200 m, which confirms the averaged wave-
length of the smaller horizontal domain size λr,20 ≈ 6600 m. The spectral energy density Sw
is presented in figure 3.20. For a horizontal model domain sizes of 40 km, Sw has significant
peaks at wavelengths between 3000 m and 6800 m and for a horizontal model domain sizes of
80 km, Sw has significant peaks at wavelengths between 3700 m and 8200 m. The results of the
visual and spectral analysis are in good agreement. The results show that a horizontal domain
size of 20 km is sufficiently large for resolving atmospheric roll vortices.
The most striking result of these data is that the estimation λr ≈ 19D by Lilly (1966) cannot
be verified by these results at φ = 5◦ because the largest observed wavelength is 8200 m which
is about half of the estimated value of 16.8 km.
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(a) E5: φ = 5◦N , α = 180◦ (b) E5: φ = 5◦N , α = 180◦

Figure 3.19.: Instantaneous horizontal cross-sections of the vertical velocity w at z = 640 m
after 24 h of simulation time with a horizontal model domain size of (a) Lx×Ly = 40 km×40 km
and (b) Lx × Ly = 80 km× 80 km.

Figure 3.20.: Spectral energy density Sw of the vertical velocity w as a function of the
wavelength λ calculated at z = 1280 m with a horizontal model domain size of (a) Lx × Ly =
40 km× 40 km and (b) Lx × Ly = 80 km× 80 km.
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(a) φ = 5◦N , α = 180◦

(b) φ = 5◦N , α = 180◦

Figure 3.21.: Instantaneous cross-sections of the vertical velocity w after 24 h of simulation
time with a grid resolution of 20 m. (a) Vertical cross-section and (b) horizontal cross-section
at z = 640 m.

3.1.3.3. Grid resolution

For the investigation of the influence of the grid resolution, the case E5 is calculated with the
modified setup and a grid resolution of ∆xi = 20 m in all directions, instead of 40 m as in
the previous sections. As can be seen from the vertical and horizontal cross-sections of the
vertical velocity in figure 3.21, the averaged wavelength is about 6.6 km which is similar to the
wavelength with ∆xi = 40 m. The spatially averaged friction velocity u∗ is calculated to the
value 0.2 ms−1 and has the same value as for ∆xi = 40 m. Hence, a grid length of 40 m in all
directions is sufficiently small for the coupled simulation.
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3.1.4. Calculation and analysis of the energy budget terms

The IPI is expressed in the energy budget equations 1.17 and 1.18 by the terms −w∗u∗ ∂u∂z and

−w∗v∗ ∂v∂z . As described in section 1.4, the term −w∗v∗ ∂v∂z produces cross-roll energy e∗⊥ and

supports the formation of roll vortices. The term −w∗u∗ ∂u∂z contributes to the along-roll com-
ponent of the roll energy e∗‖ and cannot induce roll vortices on its own. Energy redistribution

between e∗‖ and e∗⊥ is accomplished by the Coriolis force which is denoted by the terms −fu∗v∗

and f∗u∗w∗ (see Eq. 1.18) and is known as PI. Using the modified setup, the energy budget
terms of the IPI and PI are calculated for the cases W5, E5, W45 and E45 to investigate the
conditions for the roll development.

On the left-hand side of figure 3.22, vertical profiles of the mean horizontal velocity compo-
nents u and v are shown for the cases W5 and E5. The profiles are inverted for E5 for a better
comparison. The terms of the IPI and PI are presented in the center column for the case E5
and on the right-hand side for the case W5. The first row shows profiles after one minute
of simulation time in the three-dimensional simulation. The velocity profiles (Fig. 3.22a) are
equal for E5 and W5 because they are characterized by the one-dimensional precursor run
which parameterized the whole vertical transport (see section 2.8). As mentioned in section
3.1.2, this parameterization does not consider the difference between a westerly and an east-
erly flow. In both cases, the production term of the along-roll component of the roll energy
−w∗u∗ ∂u∂z is one order of magnitude larger than the other terms. The term −fu∗v∗ is negligibly
small near the equator. f∗u∗w∗ is positive for E5 and negative for W5 (Fig. 3.22b and 3.22c).
This indicates that the vertical component of the Coriolis force redistributes kinetic energy
from e∗‖ to e∗⊥ in case of E5 which supports the roll development and vice versa in case of W5.
After 6 h of simulation time, a difference can be observed between the velocity profiles of W5
and E5 (Fig. 3.22d). The profiles show that the mixing of the ABL is stronger for E5 than
for W5. The energy redistribution due to the vertical component of the Coriolis force f∗u∗w∗

exceeds the shear production term −w∗v∗ ∂v∂z between 100 m and 1000 m (Fig. 3.22e). For W5,
the Coriolis term f∗u∗w∗ is negative (Fig. 3.22f). Connecting these observations with those
of the cross-sections for E5 (Fig. 3.15b and 3.15d) and W5 (Fig. 3.15a and 3.15c) leads to the
conclusion that the vertical component of the Coriolis force contributes to the roll development
in E5.
Comparing figures 3.22g and 3.22j reveals that the flow has reached a stationary state. The
velocity profiles of E5 indicate a well mixed state (Fig. 3.22j) which leads to ∂v

∂z ≈ 0. Hence,

the shear production due to −w∗v∗ ∂v∂z is nearly zero in most parts of the ABL (Fig. 3.22k).
The developed rolls are maintained by the redistribution of kinetic energy from e∗‖ to e∗⊥ by the

vertical component of the Coriolis force f∗u∗w∗ (Fig. 3.22k). For W5, the shear production
term −w∗v∗ ∂v∂z is larger than for E5 (Fig. 3.22h and 3.22k) but the negative term f∗u∗w∗

indicates that the vertical component of the Coriolis force counteracts the roll development.
Hence, roll vortices are not developed for W5 (see Fig. 3.15c).

Figure 3.23 shows the same quantities as figure 3.22 for E45 and W45 after 20 h of simulation
time. The temporal evolution is similar to that of E5 and W5 and the differences between
E45 and W45 can be discussed at the stationary state. The mixing of the boundary layer
is slightly stronger for E45 than for W45 (Fig. 3.23a). However, this difference is smaller
compared to that between E5 and W5. The stronger mixing for E45 can be traced back to
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(a) 1 min (b) 1 min, α = 180◦ (c) 1 min, α = 0◦

(d) 6 h (e) 6 h, α = 180◦ (f) 6 h, α = 0◦

(g) 12 h (h) 12 h, α = 180◦ (i) 12 h, α = 0◦

(j) 20 h (k) 20 h, α = 180◦ (l) 20 h, α = 0◦

Figure 3.22.: Vertical profiles at φ = 5◦N at four different times. (Left) horizontal velocity
components for an easterly (inverted) and a westerly geostrophic wind. (Center) energy budget
terms for an easterly and (right) a westerly geostrophic wind.
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(a) 20 h (b) 20 h, α = 180◦ (c) 20 h, α = 0◦

Figure 3.23.: Vertical profiles at φ = 45◦ after 20 h of simulation time. (Left) horizontal
velocity components for an easterly (inverted) and a westerly geostrophic wind. (Center)
energy budget terms of the IPI and PI for an easterly and (right) a westerly geostrophic wind.

the stronger turbulence, roll vortices as well as unorganized turbulence, compared to W45 (see
Fig. 3.7). Furthermore, the difference between the vertical profiles of the energy budget terms
of E45 (Fig. 3.23b) and W45 (Fig. 3.23c) is smaller than between E5 and W5. The Coriolis
term f∗u∗w∗ is positive for E45 and negative for W45 but their value is smaller compared to
E5 and W5 because f∗ decreases with increasing latitude and is zero at the poles. The term
with the horizontal component of the Coriolis force −fu∗v∗ is positive for both cases. The
vertical component of the Coriolis force is responsible for the different turbulence development
between westerly and easterly winds, while it seems that the horizontal Coriolis component
has no influence. As a consequence, this difference vanish at φ = 90◦ because the vertical
component of the Coriolis force is zero.
These data reveal that the developed rolls in E5 and E45 are produced by the IPI and PI. The
vertical component of the Coriolis force is the important part of the PI. For W5 and W45,
the vertical component of the Coriolis force counteracts the roll development. For further
verification of the influence of the vertical Coriolis force on the roll evolution, E5 and W5 are
simulated with f∗ = 0 s−1 and the results are presented in the following section.

3.1.5. Effect of the vertical Coriolis force

The influence of the PI on the roll development is investigated for E5 and W5, where the term
−fu∗v∗ is insignificant compared to f∗u∗w∗. f∗ is set to zero and the effect of the PI becomes
negligible small. The horizontal component of the Coriolis force is required for the evolution
of an Ekman flow (see section 1.3).
Figure 3.24 provides horizontal and vertical cross-sections of the vertical velocity w for E5 and
W5 with f∗ = 0 s−1. Roll vortices are not developed and the turbulence is unorganized in
both cases. A comparison between the horizontal cross-section of the vertical velocity w from
W5 with and without f∗ (Fig. 3.2c and 3.24c) shows that the vertical velocity is higher for
the latter case. This points to the fact that more turbulence is generated without the vertical
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(a) φ = 5◦N , α = 0◦

(b) φ = 5◦N , α = 180◦

(c) φ = 5◦N , α = 0◦ (d) φ = 5◦N , α = 180◦

Figure 3.24.: Instantaneous cross-sections of the vertical velocity w after 24 h of simulation
time without the vertical Coriolis force. (a, b): Vertical cross-sections at x = 10 km for (a) a
westerly and (b) an easterly geostrophic wind. (c, d): Horizontal cross-sections at z = 640 m
for (c) a westerly and (d) an easterly geostrophic wind (marked by the black arrow).
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Figure 3.25.: (Left) vertical profiles of the turbulence intensity I and (right) time series of
the friction velocity for E5 and W5 with and without the vertical Coriolis force.

Coriolis force for W5. The intensity of turbulence I can be calculated by (Stull, 1988):

I =
σ|~v|

|~v|
=

√
1
3(u∗2 + v∗2 + w∗2)
√
u2 + v2 + w2

=

√
2
3e
∗

√
u2 + v2 + w2

. (3.8)

σ|~v| is the standard deviation of |~v| and is defined as the square root of the variance (e.g. Stull,
1988). Figure 3.25a shows the vertical profiles of I for E5 and W5 with and without vertical
component of the Coriolis force. The turbulence intensity is similar for E5 and W5 without
the vertical component of the Coriolis force. Considering this force, I increases for E5 and
decreases for W5. This effect can also be observed for the averaged friction velocity which is
presented in figure 3.25b. These data lead to the conclusion that the vertical Coriolis force
increases the turbulence production for an easterly wind which increases the averaged friction
velocity. For a westerly wind, the vertical Coriolis force decreases the turbulence production
which decreases the averaged friction velocity.
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3.2. Simulation of the ocean mixed layer

3.2.1. Model validation

For the model validation, a neutrally stratified wind driven OML without wave breaking and
Langmuir circulation is simulated and compared with LES results by Noh et al. (2004) who
used the same setup. The model domain size is Lx × Ly × Lz = 300 m× 300 m× 80 m with a
grid length ∆xi of 1.25 m in all directions. The potential temperature is set to 300 K and the
salinity to zero in the entire model domain. The ocean is driven by a spatially and temporally
constant momentum flux at the sea surface with wu0,o = 1× 10−4 m2 s−2 and wv0,o = 0 m2 s−2.
The friction velocity u∗,o is calculated by:

u2
∗ =

√
wu2

0 + wv2
0 , (3.9)

and has the value 0.01 m s−1. The simulation is carried out for φ = 55◦N , and the simulation
time is 8 h.

Figure 3.26 shows vertical profiles of the mean horizontal velocity which are averaged over
the last 600 s of the simulation time. The figure compares results of the present study with
results by Noh et al. (2004) and shows that the profiles are similar. The amount of both
velocity components is maximal at the sea surface where the OML is driven by the wind
stress. Although wv0,o is zero the ocean current is deflected in y-direction caused by the
Coriolis force. In the first 10 m below the sea surface, the u component strongly decreases
with depth. Beneath, the velocity gradient is smaller and both velocity components are close
to zero at a depth of approximately 60 m. Near the surface, the gradient of the v component is
smaller due to the absence of a surface stress in the y-direction. Figure 3.27 compares vertical
and horizontal cross-sections of the vertical velocity w between the simulation of the present
study and Noh et al. (2004). The magnitude of w is equal and the turbulence is unorganized
in both simulations.
The comparison with the study by Noh et al. (2004) shows that the ocean version of PALM
can reproduce a neutrally stratified wind driven Ekman flow within the OML.

(a) Present study (b) Noh et al. (2004)

Figure 3.26.: Vertical profiles of the mean horizontal velocity components at φ = 55◦N after
8 h of simulation time. The profiles are averaged over the last 600 s of simulation time. “EXP
O” in (b) marks the case without Langmuir circulation and wave breaking.
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(a) Present study

(b) (Noh et al., 2004)

(c) Present study (d) Noh et al. (2004)

Figure 3.27.: Instantaneous cross-sections of the vertical velocity w after 8 h of simulation
time. (a,b) Vertical cross-sections averaged along the x-axis. It should be noted that the values
on the z-axis differs between both studies. For the present study, the values are negative and
for Noh et al. (2004), these values are positive. (b) Solid lines represent downward and dotted
lines upward motions. Contour levels are 0.01 m s−1. The grey line marks zero. Downward
regions exceeding 0.01 m s−1 are shaded. (c,d) Horizontal cross-sections at z = −10 m and
z = 10 m, respectively.
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Figure 3.28.: Time series of the horizontally averaged momentum flux at the sea surface of
the atmospheric simulation E5.

3.2.2. General results

In preparation for the coupled simulation, the setup of the model validation, described in
section 3.2.1, is adjusted to the situation with the strongest roll vortices in the atmosphere.
This case is at φ = 5◦N for an easterly wind (E5), as shown in section 3.1.2. The compo-
nents of the horizontally averaged vertical momentum flux at the surface wu0,a and wv0,a are
taken from that simulation and used as spatially and temporally constant surface stress for
all following oceanic simulations. The time series of wu0,a and wv0,a from the atmospheric
simulation E5 are shown in figure 3.28. These values have to be multiplied by ρa/ρo as in-
dicated in equation 2.85 and 2.86. Hence, the momentum fluxes are wu0,o = 4× 10−5 m2 s−2

and wv0,o = 9× 10−6 m2 s−2, resulting in a friction velocity of u∗,o = 6.4× 10−3 m s−1, which
is one order of magnitude smaller than the validation simulation in section 3.2.1. The surface
stress is reduced because it is adjusted to the values of the atmospheric simulation E5 in sec-
tion 3.1.2. The model domain size is Lx×Ly×Lz = 480 m× 480 m× 160 m with a grid length
∆xi of 1.25 m in all directions. The vertical model domain size is extended compared to the
previous simulation because the depth of the Ekman layer increases with decreasing latitudes
(e.g. Stewart, 2008). The simulation time is 24 h.

Figure 3.29a shows the vertical profiles of the mean horizontal velocity components u and v.
The mean horizontal flow strongly decreases within the first 15 m below the sea surface. The
mean value of the u component is larger than the mean value of the v component because wu0,o

is larger than wv0,o. Beneath z = −15 m, the horizontal velocity varies slightly down to the
model bottom which indicates a well mixed boundary layer. Furthermore, the velocity profiles
indicate that the OML depth is larger than the model domain because the mean horizontal
velocity is not zero at the bottom of the model domain. For a comparison, the Ekman depth
D, determined from laboratory experiments, can be estimated by (e.g. Thorpe, 2005):

D = 0.4
u∗
f
. (3.10)

f is calculated using equation 1.3. At φ = 5◦N , f is 1.27× 10−5 s−1 which leads to D ≈ 200 m.
Hence, the large Ekman depth of the simulated flow is in agreement with laboratory exper-
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iments. Further investigations on the Ekman depth are not done in this study because the
depth of 200 m cannot be realized for the coupled simulation due to the large amount of com-
putational costs .
Figure 3.29b provides the time series of the resolved-scale turbulent kinetic energy E∗ (nor-
malized by the number of grid points). The energy increases in the first 22 hours and then
starts to decrease. This is a first sign for a stationary state but a longer simulation time would
be necessary for a clear statement. Anyhow, the time series shows the long time scales for
reaching a stationary state at this latitude. A longer simulation time is not carried out because
the coupled simulation needs a large amount of computational costs so that a simulation time
of 24 h is too long for the coupled simulation. Instead, sensitivity studies are shown in section
3.2.3 for reducing the computational costs of the coupled simulation.

(a) (b)

Figure 3.29.: (a) vertical profiles of the mean horizontal velocity components at φ = 5◦

after 24 h of simulation time. (b) time series of the resolved-scale turbulent kinetic energy E∗

(normalized by the number of grid points).

Figure 3.30 shows instantaneous cross-sections of the vertical velocity w and streamlines of
(v∗, w∗). Strong coherent upwelling zones (red) and downwelling zones (blue) can be observed
in the vertical cross-sections after 12 h and 24 h of simulation time (Fig. 3.30a and 3.30b). A
comparison between the two times shows that these coherent structures grow with time and
their vertical extension ranges over the entire model depth at t = 24 h. Figures 3.30c - 3.30e
presents horizontal cross-sections of w in three different depths which reveal that the upwelling
and downwelling zones are oriented in long bands. Hence, roll structures are developed which
are comparable to roll vortices in the ABL. The spatially averaged wavelength of all roll pairs
λr is 240 m at t = 24 h.
Figure 3.31 shows variance spectra of the vertical velocity after 12 h and 24 h of simulation
time. At t = 12 h, Sw has peaks at wavelengths between 30 m and 116 m at z = 15 m and
between 50 m and 116 m at z = 85 m (Fig. 3.31a). At t = 24 h, the peaks of Sw are at
λ = 240 m and λ = 110 m which is in good agreement with the visual analysis. The compari-
son between t = 12 h and t = 24 h shows that the roll vortices are not completely developed at
t = 12 h. Comparing the oceanic roll wavelength with the atmospheric roll wavelength reveals
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that the atmospheric wavelength is one order of magnitude larger than the oceanic wavelength.

It should be noted that the rolls develop without waves at the sea surface. Hence, they
cannot be termed as Langmuir circulation after the theory of Craik and Leibovich (1976).
Instead, it is supposed that the dynamical instability mechanisms, such as IPI and PI, are
responsible for the roll circulations and that the vertical Coriolis force has the same effect as
in the ABL. Figure 3.32 presents the energy budget terms referring to the IPI and PI after
12 h and 24 h of simulation time. The terms are multiplied with the density ρo in order to
be comparable with the atmosphere. At both times, the first 10 m below the sea surface are
dominated by the IPI with the term −w∗v∗ ∂v∂z which becomes insignificant in greater depths.
The vertical component of the Coriolis force, denoted by the term f∗u∗w∗, dominates below
z = −10 m and transports the energy from e∗‖ to e∗⊥. The energy of e∗‖ is produced by the flow

shear along the roll axis, denoted by the term −w∗u∗ ∂u∂z . This shows that the roll vortices in
the OML are produced by the IPI and PI.

Zikanov et al. (2003)2 also investigated a neutrally stratified wind driven OML without wave
breaking and Langmuir circulation for different latitudes and wind directions using LES. They
showed that the vertical mixing of momentum has a maximum for north-east winds and a
minimum for south-west winds and that the difference between these extrema increases with
decreasing latitudes. Zikanov et al. (2003) showed that the influence of the vertical component
of the Coriolis force on the unorganized turbulence production is responsible for this effect.
In contrast to this study, Zikanov et al. (2003) did not observe large coherent structures in
the flow which might be caused by the coarse grid resolution. The grid length of Zikanov
et al. (2003) varied with latitude and their smallest grid length was approximately 8 m. The
influence of the grid resolution on the development of large coherent structures is investigated
in the following section.

3.2.3. Sensitivity study

The aim of this study is a coupled atmosphere-ocean simulation with a horizontal domain size
of 20 km in both horizontal directions which is sufficiently large to resolve roll vortices in the
ABL. With a grid length of 1.25 m, one horizontal layer in the ocean contains 2.56× 108 grid
points. With 128 grid layers in the vertical direction, this results in 3.28× 1010 grid points.
To reach a stationary state, a simulation time of approximately 22 h is necessary as shown in
the previous section. To minimize the total number of grid points and the simulation time for
reaching a stationary state, a sensitivity study with various OML depths and grid resolutions
is carried out.

3.2.3.1. Depth of the ocean mixed layer

To eliminate an effect of the vertical model domain size on the flow characteristics, a temper-
ature inversion of 5 K/100m is defined below the OML. This inversion represents the seasonal
thermocline in the deep ocean. The inversion depth zinv is varied to find the minimum depth

2The angle of the wind direction γ should be replaced by −γ for a correct reading of the paper by Zikanov et al.
(2003). Therefore, the terms “west” and “east” should be interchanged in their text. This circumstance was
already recognized by Gerkema et al. (2008).
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(a) φ = 5◦N , t = 12 h

(b) φ = 5◦N , t = 24 h

(c) z = −5 m (d) z = −53 m (e) z = −110 m

Figure 3.30.: Instantaneous cross-sections of the vertical velocity w. (a, b) vertical cross-
sections averaged along the x-axis and streamlines of (v∗, w∗) after (a) 12 h and (b) 24 h of
simulation time. (c-e) horizontal cross-sections after 24 h of simulation time at different depths.
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(a) (b)

Figure 3.31.: Spectral energy density Sw of the vertical velocity w as a function of the
wavelength λ calculated at z = −15 m at φ = 5◦N after (a) 12 h and (b) 24 h of simulation
time. Upper spectra are taken at z = 15 m and lower spectra at z = 85 m.

where roll vortices develop. Therefore, three simulations are carried out with the setup given
in section 3.2.2 with different vertical domain sizes. The simulations have a model domain
depth of Lz = 40 m, Lz = 50 m and Lz = 60 m with an OML depth of 30 m, 40 m and 50 m,
respectively. The simulation time is 12 h.

Figure 3.33a shows vertical profiles of the mean horizontal velocity components. A well
mixed OML is indicated by the profiles in all three cases. The time series of E∗ in figure
3.33b reveals that the maximum is shifted to the right of the time axis with increasing OML
depth. Hence, the time for reaching a stationary state increases with increasing OML depth.
The difference between neighboring maxima is approximately one hour. This result show that
reducing the OML depth provides the advantage of reducing the time for reaching a stationary
state, which saves computational costs.

Comparison of the instantaneous cross-sections of different OML depths (Fig. 3.34) shows
that the turbulence organization increases with larger OML depths. For zinv = −30 m (Fig.
3.34d), the bands of downwelling zones are not coherent over the whole model domain along
the x-axis, while this is the case for zinv = −40 m and zinv = −50 m (Fig. 3.34e and 3.34f).
The difference between the three inversion depths is also visible in the spectral energy density
Sw in figure 3.35. The largest peak of Sw is at λ = 116 m for zinv = −40 m and zinv = −50 m,
whereas Sw has not a statistically significant peak for zinv = −30 m. The wavelength λ = 116 m
resulting from the spectral peaks are in good agreement with an visual analysis of the wave-
length in figures 3.34e and 3.34f. The results show that an OML depth of zinv = −30 m is not
adequate under the given circumstances for producing clear roll structures. Hence, an OML
depth of 40 m is necessary for the production of roll vortices in a neutrally stratified Ekman
flow.
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(a) t = 12 h (b) t = 24 h

Figure 3.32.: Energy budget terms of the IPI and PI at φ = 5◦N .

3.2.3.2. Grid resolution

The total number of grid points of a simulation can be reduced by a lower grid resolu-
tion. To investigate the influence of the grid resolution on the roll development, ∆xi is
varied to the values 1 m, 1.25 m and 1.5 m in all directions. The model domain size is
Lx×Ly ×Lz = 240 m× 240 m× 60 m with a temperature inversion of 5 K/100m at a depth of
50 m.

Figure 3.36 shows the cross-sections of the vertical velocity w of the three simulations with
different grid resolutions. Comparing the vertical and horizontal cross-sections reveals that
the roll vortices can be identified in the whole model domain with a grid resolution of 1 m and
1.25 m. Only one vortex pair can be seen in the cross-sections for a grid resolution of 1.5 m
and in the other part of the domain, large coherent structures cannot be observed. Hence,
a grid resolution of 1.25 m is nearly the coarsest resolution for observations of large coherent
structures in the OML. It should be noted that these results confirm the assumption that the
grid length used by Zikanov et al. (2003) was not small enough for observating large coherent
structures in the OML.
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(a) (b)

Figure 3.33.: (a) Vertical profiles of the mean horizontal velocity components u and v after
12 h of simulation time and (b) time series of the resolved-scale turbulent kinetic energy E∗

(normalized by the number of grid points) at φ = 5◦ for different OML depths.
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(a) zinv = −30 m

(b) zinv = −40 m

(c) zinv = −50 m

(d) zinv = −30 m (e) zinv = −40 m (f) zinv = −50 m

Figure 3.34.: Instantaneous cross-sections of the vertical velocity w after 12 h of simulation
time for different OML depths. (a, b, c) Vertical cross-sections at x = 225 m. (d, e, f)
Horizontal cross-sections at z = 15 m.
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Figure 3.35.: Spectral energy density Sw of the vertical velocity w as a function of the
wavelength λ calculated at z = −15 m at φ = 5◦N for different OML depths. The spectra
refer to figure 3.34a - 3.34c.
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(a) ∆ = 1 m

(b) ∆ = 1.25 m

(c) ∆ = 1.5 m

(d) ∆ = 1 m (e) ∆ = 1.25 m (f) ∆ = 1.5 m

Figure 3.36.: Instantaneous cross-sections of the vertical velocity w at φ = 5◦N after 12 h
of simulation time for different grid resolutions. (a, b, c) Vertical cross-sections at x = 225 m.
(d, e, f) Horizontal cross-sections at z = 15 m.
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3.3. The Parallel Instability in the coupled atmosphere-ocean
system

The influence of atmospheric roll vortices on the oceanic flow structure is investigated in
this section. Therefore, two questions shall be examined. Do atmospheric roll vortices with
wavelengths between 5 km and 10 km induce oceanic roll vortices of the same wavelength? Do
atmospheric roll vortices affect oceanic roll structures with wavelengths of about 100 m?

3.3.1. Setup

The setup of the coupled atmosphere-ocean simulation is based on the atmospheric and oceanic
studies of section 3.1 and 3.2, especially on the sensitivity studies. A neutrally stratified at-
mospheric Ekman flow at φ = 5◦ with an easterly geostrophic wind is used for the coupled
simulation because the roll vortices develop parallel to the x-axis, which simplifies the analysis.
The simulation is divided into two parts: an uncoupled precursor run, where the atmospheric
and oceanic flow is simulated without a data exchange at the sea surface, and the coupled
simulation. The uncoupled precursor run is simulated until the resolved-scale turbulent ki-
netic energy E∗ reaches a stationary state in both flows. The simulation time of the uncoupled
precursor run is 12 h and 7 h for the coupled simulation, resulting in a total simulation time of
19 h. The coupling interval ∆tcoupling is 30 s in order that the interval is larger than the time
steps of the atmosphere model and the ocean model (see Fig. 3.37).
The setup has to fulfill several model and system limitations and hence the model param-
eters slightly differ from those in section 3.1 and 3.2. The horizontal model domain size is
Lx = Ly = 19 440 m. The atmospheric model has a vertical extension of Lz = 3686 m. The
grid length ∆xi is 36 m in all spatial directions. The ABL is bounded by a temperature inver-
sion of 3 K/100 m above zinv = 3000 m. Within the inversion layer, the vertical grid length ∆z
is stretched to a value of 40 m. Thus, the total number of grid points in the atmosphere Na is
2.9× 107 . Below the inversion layer, the potential temperature has a constant value of 300 K.
The geostrophic wind components are ug = −5 ms−1 and vg = 0 ms−1. The roughness length
z0 is set to 0.1 m. This is an unrealistic value for the roughness length over the ocean. Typical
values for the ocean are 0.001 m (e.g. Stull, 1988). The value in the present study is chosen for
comparison with the results by I. N. Esau (2009, personal communication) and is not changed
during the whole study. For reducing the simulation time for reaching a stationary state in the
atmosphere, a one-dimensional precursor run is used with a simulation time of 80 days and
Rayleigh damping is used within the inversion layer (see section 2.8 and 2.7, respectively). For
the ocean model, Lz is 72 m and the grid length ∆xi is 1.2 m in all spatial directions. The OML
depth is defined to 60 m and is bounded by a temperature inversion of 5 K/100 m. The total
number of grid points in the ocean No is 1.57× 1010 . During the uncoupled precursor run,
the ocean is driven by a constant momentum flux at the sea surface, with the same values as
in section 3.2.2: wu0,o = 4× 10−5 m2 s−2 and wv0,o = 9× 10−6 m2 s−2, resulting in a friction
velocity of u∗,o = 6.4× 10−3 m s−1.

The number of PEs is optimized after equation 2.101 to reduce idle times during the coupled
simulation (see section 2.11). Therefore, the total number of grid points and the time steps is
needed of the atmosphere and ocean. The time steps are estimated from previous simulations.
Figure 3.37 presents time series of ∆ta and ∆to from the atmospheric simulation E5 in section
3.1.4, and from the oceanic simulation in section 3.2.3.1 with zinv = −50 m. The grid lengths
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Figure 3.37.: Time series of atmospheric and oceanic time steps. The data are taken from
simulations of section 3.1.4 and 3.2.3.1.

of these simulations are 40 m for the atmosphere and 1.25 m for the ocean. These grid lengths
are larger than the used values for the coupled simulation and thus the time steps of the
coupled simulation are smaller due to the CFL criterion, described in section 2.6. However,
the values of the estimated time steps are adequate for the estimation of the optimum number
of processors. The time averaged values of the time steps are ∆ta ≈ 15.7 s and ∆to ≈ 7.6 s.
The average is calculated over the last 7 h in figure 3.37 which is equal to the coupling period.
Inserting these values into equation 2.101 yields to

#PEa
#PEo

≈ 8.9× 10−4 ≈ 1

1100
. (3.11)

For the choice of the number of PEs, the computer architecture should be considered. On
the SGI Altix supercomputers of the HLRN, a node contains eight PEs, which share their
memory. Because the computational time is billed per node, the used number of PEs should
be a multiple of eight. The maximum number of processors is 2048 that could be used for this
study. Further limitations are given by the used FFT method in PALM for solving the Poisson
equation 2.45. Considering all limitations leads to the use of 8 PEs for the atmospheric flow
and 1800 PEs for the oceanic flow. This gives a ratio of 4.4× 10−3 and thus is larger as the
calculated value in equation 3.11 which means that the atmospheric flow is calculated faster
than the oceanic flow. This configuration ensures that the eight atmospheric PEs remain idle
till the ocean model reaches the coupling interval ∆tcoupling and not vice versa. This saves
computational costs because it is negligible if 8 PEs are running idle compared with 1800 PEs
running idle.
For the 12 h of precursor run, the CPU-time of 1808PEs× 55 h were needed. For the coupling,
the number of processors had to be reduced to 900 PEs for the ocean due to a memory over-
flow. As described in section 2.11 the complete field have to be defined on each PE which
needs a large amount of memory. Because 8 PEs share their memory on the HLRN system,
the memory per PE could be increased by reducing the number of PEs. Thus, for the 7 h of
coupling, the used CPU-time was 908PEs × 85 h. Altogether, the coupled simulation needed
176 000 h of CPU-time and were extremely expensive.
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3.3.2. Results

First of all, the difference between the uncoupled ocean simulation and the coupled ocean
simulation should be explained. The uncoupled oceanic precursor run is driven by a constant
friction velocity of 6.4× 10−3 m s−1. During the coupled simulation, the ocean is driven by
friction velocity of the atmosphere model. A snapshot of the friction velocity u∗,o of the at-
mospheric simulation after 12 h of simulation time is presented in figure 3.38a. The friction
velocity is not constant in space and exhibits local gradients. The vertical profiles of the com-
ponents of the spatially and temporally averaged vertical momentum flux of atmosphere and
ocean are taken during the coupled simulation and shown in figure 3.38b. The profiles reveal
that the horizontally averaged surface values of ρowu0,o and ρowv0,o are equal to the values of
the uncoupled oceanic precursor run, as it was intended. For the ocean model, the difference
between the precursor run and the coupled simulation is that local gradients of the friction
velocity are considered during the coupling.
The organized coherent areas with larger and smaller values of u∗,o in figure 3.38a develop
due to atmospheric roll vortices, as shown in section 3.1.2. These gradients produce large
scale convergence and divergence zones at the ocean surface and hence can affect the flow
within the OML. For an analysis of the influence of atmospheric roll vortices on the oceanic
flow, results at the beginning of the coupling at t = 12 h are compared to the results after
7 h of coupling time at t = 19 h. A coupling time of 7 h should be sufficient for observing
an adjustment of the oceanic flow to signals of atmospheric roll vortices because the oceanic
roll vortices are also developed in the first 7 h of simulation time in the uncoupled precursor run.

The time series of the resolved-scale turbulent kinetic energy E∗ (normalized by the number
of grid points) is given in figure 3.39. The time axis is divided into a positive and a negative
part. Negative values represent the uncoupled simulation and positive values the coupled sim-
ulation. The ocean flow reaches a stationary state at the end of the precursor run. Comparing
with results of section 3.1 and 3.2, the atmosphere reaches their stationary state after 15 h of
simulation time during the coupled simulation. However, rolls are already developed after 12 h
of simulation time.

Figure 3.40 presents horizontal cross-sections of the cross-roll velocity component v at the
sea surface from the ocean simulation and shows a part of the model domain. A comparison
between the cross-section at the beginning of the coupled simulation (Fig. 3.40a) and after
7 h of coupling (Fig. 3.40b) reveals that the values of v is more positive (red) at t = 19 h
than at t = 12 h. The spatially averaged profiles of v indicate this too (see figure 3.40c). The
variability of the velocity component is caused by the inertial oscillation in the ocean and
not by the coupling. Figure 3.40b shows larger areas with smaller bands of negative (red) or
positive (blue) values of v which are wider than the other. Two of these larger areas, one with
wider bands of positive values of v and one with wider bands of negative values of v, can be
identified between 9 km and 16 km in y-direction. The wavelength of this superior structures is
of the order of the atmospheric roll wavelength. Figure 3.40a does not show such areas. This
is a first indication of an influence of the atmosphere on the ocean.

For further investigations, variance spectra are calculated after 12 h (left), 13 h (center)
and 19 h (right) of simulation time (see figure 3.41). The upper spectra are calculated from
the friction velocity in the atmosphere and the lower three spectra are calculated from the
horizontal velocity component v in the ocean at the surface z = 0 m, in a depth of 2.4 m
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(a) (b)

Figure 3.38.: (a) Instantaneous horizontal cross-section of the friction velocity u∗,o after 12 h
of simulation time. The snapshot is taken from the atmospheric simulation and the values are
multiplied by the factor

√
ρa/ρo. (b) Vertical profiles of the vertical momentum flux ρwu and

ρwv during the coupling for atmosphere and ocean. The profiles are taken after 2 h of the
coupling start time and averaged over an interval of 600 s. It should be noted that the scale
of the vertical axis varies between atmosphere (above z = 0) and ocean (below z = 0).

and 9.6 m. At the beginning of the coupling at t = 12 h, Su∗ has local maxima at larger
wavelengths, whereby the largest local maximum is at λ = 6000 m. Sv has no maxima at
larger wavelengths at the beginning of the coupling. The range of the dominant oceanic
wavelengths is between 60 m and 150 m for all three depths. After 1 h of coupling, Sv shows
significant maxima at wavelengths between 3000 m and 8000 m at the surface, which can be
traced back on the influence of the atmospheric roll vortices. In a depth of 9.6 m, an influence
of the atmospheric roll vortices cannot be observed. After 19 h of simulation time, spectral
peaks of Sv are between 3000 m and 10 000 m at the surface. In z = −2.4 m these maxima are
decreased and in z = −9.6 m a small signal is left at λ = 10 000 m. The spectra show that the
atmospheric roll vortices induce coherent structures from the same wavelengths in the upper
10 m of the ocean but the signal in 10 m is very weak even after 7 h of coupling. Below this
depth, the atmospheric roll vortices has no significant influence. Furthermore, the spectra Sv
show that the oceanic roll vortices with a wavelength of approximately 100 m are not destroyed
by the atmospheric roll vortices (Fig. 3.41).
The atmospheric spectra Su∗ shows that the spectral energy of the roll vortices decrease during
the coupling. This may be explained by the fact that the atmospheric flow does reach a
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Figure 3.39.: Time series of the resolved-scale turbulent kinetic energy E∗ (normalized by
the number of grid points) of the ABL and OML flow.

stationary state during the coupling and not at the beginning as it is shown in figure 3.39.
Why the induced structures does not develop over the whole OML can be explained by the

movement of the atmospheric rolls perpendicular to the roll axis. If the rolls drift across the
ocean surface, the convergence and divergence zones at the surface move in the same way.
Figure 3.42 illustrates the movement of the atmospheric rolls during the coupled simulation.
The roll vortices move southward with a velocity of approximately 2.5 km h−1 ≈ 0.7 m s−1.
This is close to the value of the mean wind speed component v in this direction. Due to the
higher viscosity in water, the adjustment time of the ocean is larger than the drifting time of
the atmospheric roll vortices. For a comparison, the velocity of the ocean current is one order
of magnitude smaller than the phase velocity of the atmospheric rolls. Thus, the ocean current
is too slow for reacting on the atmospheric rolls in larger depths.

In general, the simulations show that the atmospheric roll vortices induce coherent structures
in the OML. However, the influence is limited to the near surface area if the atmospheric rolls
drift with a mean wind which is faster than the ocean current. Stationary roll vortices in
the ABL might induce coherent structures extending over the whole OML. In a neutrally
stratified ABL, the roll vortices are produced by the IPI and PI and need the mean wind for
the roll development and thus, the rolls always have a phase speed. Stationary roll vortices
are developed during cold-air outbreaks as shown by Gryschka et al. (2008). Such a case can
be used for further investigations of this topic.
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(a) t = 12 h (b) t = 19 h

(c)

Figure 3.40.: Instantaneous horizontal cross-sections of the horizontal velocity component v
in the ocean at z = 0 m after (a) 12 h and (b) 19 h of simulation time. (c) Vertical profiles of
the mean horizontal velocity components u and v.
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Figure 3.41.: Spectral energy density as a function of the wavelength λ calculated after 12 h
(left), 13 h (center) and 19 h (right) of simulation time. The upper spectra result from the
friction velocity u∗ of the atmospheric simulation. The lower three spectra are calculated from
the horizontal velocity component v of the ocean simulation for different depths.
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(a)

(b)

(c)

Figure 3.42.: Instantaneous vertical cross-sections of the vertical velocity w, averaged along
the x-axis, and streamlines of (v∗, w∗). The snapshots are taken in 30 min intervals. For
estimating the roll movement perpendicular to their roll axis, an updraft area of one roll pair
is marked by a black line. The black arrow points in the direction of the movement. The
distance between the black line in (a) and (b) is approximately 1.25 km as well as between (b)
and (c). Hence, the rolls move approximately 2.5 km per hour.



4. Summary and Conclusion

The main purpose of the current study is to investigate if atmospheric roll vortices can induce
large coherent structures in the ocean mixed layer (OML) which have the same wavelengths as
the atmospheric roll vortices. With the LES model PALM, uncoupled and coupled simulations
are carried out for atmosphere and ocean, simulating a neutrally stratified Ekman flow. The
roll vortices develop in the Ekman flow due to the inflection point instability (IPI) and parallel
instability (PI). The wavelength of the roll vortices varies for the atmospheric rolls and the
oceanic rolls. Typical wavelengths are of several kilometers in the atmosphere and of several
hundred meters in the ocean. Both length scales have to be resolved in the coupled simulation
which requires a large amount of grid points and computational time.

A parameter study of the atmospheric boundary layer (ABL) shows that the roll axes are
oriented along the mean horizontal wind. The wavelength is determined visually and by spec-
tral analysis. Both methods reveal that the roll wavelength ranges between 4 km and 8 km
within the ABL. The parameter study also shows that the roll development depends on lati-
tude and wind direction. The rolls develop only in easterly wind regimes and not in westerly
wind regimes. The roll vortices are more distinct at lower latitudes and do not develop at the
pole region. These results are in agreement with studies by I. N. Esau (2009, personal com-
munication) and Glazunov (2010) who supposed that this effect is attributable to the vertical
component of the Coriolis force. The effect of the Coriolis force on the roll development is
called parallel instability and was first described by Lilly (1966). In this study, the energy
budget terms of the IPI, producing roll energy by shear, and PI, redistributing roll energy
from the along-roll to the cross-roll component by the Coriolis force, are calculated to distin-
guish between both mechanisms and to support the theory of Lilly (1966). It is shown that
the vertical Coriolis force has a similar amount of energy as the shear production term. If
the ABL is well-mixed and reaches its stationary state, the shear production term along the
roll axis and the redistribution term of the vertical Coriolis force maintain the developed roll
vortices. It is also shown that in a flow without the vertical component of the Coriolis force,
roll vortices do not develop.
Sensitivity studies of the effect of the model domain size on the roll vortices are carried out
to save computational costs in the coupled simulation. The sensitivity studies show that the
roll vortices can reach a vertical extent of 7 km and that roll pairs can develop one above an
other. However, the real ABL would never reach such heights.

The ocean simulations show that roll vortices develop in the OML at lower latitudes due
to the PI. By calculating the energy budget terms of the IPI and PI it is shown that the
vertical Coriolis force has the same influence as on the ABL flow. A sensitivity study reveals
that the wavelength of the roll vortices ranges between 120 m and 240 m, depending on the
OML depth, and that an OML depth of 40 m is at least necessary for the roll development.
A sensitivity study of the grid resolution leads to the result that a grid length of 1.25 m is a
limiting value for resolving large coherent structures. This result may explain, why Zikanov
et al. (2003) could not find roll vortices in their simulation results of a wind driven Ekman
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flow in the ocean. Their smallest grid resolution was approximately 8 m.

The coupled atmosphere-ocean simulation is divided into two phases. During the first phase,
atmosphere and ocean were not coupled until roll vortices developed in both flows. In the sec-
ond phase, the coupling was activated. Spectra of the velocity component v show wavelengths
between 6 km and 10 km at the sea surface at the end of the coupled simulation. These wave-
lengths are not presented at the beginning of the coupling. Thus, the large wavelength can
be traced back to the atmospheric roll vortices. However, the effect strongly decreases below
the sea surface. In a depth of 10 m the signal is negligibly small after 7 h of coupling. The
coherent structures caused by the atmospheric roll vortices have only a small vertical extend
because the atmospheric roll vortices drift with the mean wind perpendicular to their roll axis.
The atmospheric rolls move with a velocity of 0.7 ms−1 over the sea surface and the ocean is
too slow to react on the constant changes.
The results show that the atmospheric roll vortices induce large coherent structures in the
OML. However, the effect is limited to the near sea surface region because of the drift of the
atmospheric roll vortices. The effect of the atmospheric roll vortices on the ocean should be
more distinct in stationary roll situations. Stationary roll vortices can be observed during
cold-air outbreaks as shown by Gryschka et al. (2008). However, the model domain size of
their study is five times larger than the coupled simulation of the current study.
The flow structure at the sea surface shows that the oceanic roll vortices with a wavelength
of 100 m are still present and the coherent circulation caused by atmospheric roll vortices is
superimposed to the smaller roll vortices caused by the PI in the ocean. However, further
studies are necessary for the investigation of the interaction between both roll systems.



Appendix

A. Polynomials for calculation of the sea water density

Pn(S, θ, p) Coefficients Pd(S, θ, p) Coefficients

Constant 9.998 408 554 484 934 7× 102 Constant 1.0

θ 7.347 162 586 098 158 4× 100 θ 7.281 521 011 332 709 1× 10−3

θ2 −5.321 123 179 284 176 9× 10−2 θ2 −4.478 726 546 198 392 1× 10−5

θ3 3.649 243 910 981 454 9× 10−4 θ3 3.385 100 296 580 243 0× 10−7

S 2.588 057 102 399 139 0× 100 θ4 1.365 120 238 975 857 2× 10−10

Sθ −6.716 828 278 669 235 5× 10−3 S 1.763 212 666 904 037 7× 10−3

S2 1.920 320 205 576 015 1× 10−3 Sθ −8.806 658 325 120 647 4× 10−6

p 1.179 826 374 043 036 4× 10−2 Sθ3 −1.883 268 943 480 489 7× 10−10

pθ2 9.892 021 926 639 911 7× 10−8 S3/2 5.746 377 674 543 209 7× 10−6

pS 4.699 664 277 175 473 0× 10−6 S3/2θ2 1.471 627 547 224 233 4× 10−9

p2 −2.586 218 707 515 435 2× 10−8 p 6.710 324 628 565 189 4× 10−6

p2θ2 −3.292 141 400 796 066 2× 10−12 p2θ3 −2.446 169 800 702 458 2× 10−17

p3θ −9.153 441 760 428 906 2× 10−18

Table A.1.: Terms and coefficients of the polynomials Pn(s, θ, p) and Pd(S, θ, p) that define
the rational function equation of state used in PALM (see Eq. 2.78 and 2.80). The table is
taken from Jackett et al. (2006, table A2).
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Etling, D. and R. A. Brown, 1993: Roll vortices in the planetary boundary layer: A review.
Bound.-Layer Meteor., 65, 215–248.

Etling, D. and F. Wippermann, 1975: On the instability of a planetary boundary layer
with Rossby-number similarity. Bound.-Layer Meteor., 9, 341–360.

Faller, A. J., 1963: An experimental study of the instability of the laminar Ekman boundary
layer. J. Fluid Mech., 15, 560–576.

Faller, A. J., 1965: Large eddies in the atmospheric boundary layer and their possible role
in the formation of cloud rows. J. Atmos. Sci., 22, 176–184.

Faller, A. J. and R. E. Kaylor, 1966: A numerical study of instability of the laminar
Ekman boundary layer. J. Atmos. Sci., 23, 466–480.

Foster, R. C., 1997: Structure and energetics of optimal Ekman layer pertubations. J. Fluid
Mech., 333, 97–123.
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